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ABSTRACT
The automatic derivation of analytical performance models is an
essential tool to promote a wider adoption of performance engineer-
ing techniques in practice. Unfortunately, despite the importance
of such techniques, the attempts pursuing that goal in the literature
either focus on the estimation of service demand parameters only or
suffer from scalability issues and sub-optimality due to the intrinsic
complexity of the underlying optimization methods.

In this paper, we propose an efficient linear programming ap-
proach that allows to derive queuing network (QN) models from
sampled execution traces. For doing so, we rely on a determin-
istic approximation of the average dynamic of QNs in terms of
a compact system of ordinary differential equations. We encode
these equations into a linear optimization problem whose decision
variables can be directly related to the unknown QN parameters,
i.e., service demands and routing probabilities. Using models of
increasing complexity, we show the efficiency and the effectiveness
of our technique in yielding models with high prediction power.

CCS CONCEPTS
• Software and its engineering→ Software performance; Soft-
ware system models; •Mathematics of computing→ Linear
programming.
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1 INTRODUCTION
Queuing networks (QNs) are a well-known method in performance
engineering to gain insights about non-functional properties of
computing systems such as throughput, utilization, and response
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time [5, 30]. Unfortunately, a major problem affecting their wide-
spread adoption in the practice of software engineering is the gap
between the mathematical formulation of the model and the real
system, which requires significant expertise both in the problem
domain and in the techniques and tools used for the analysis [36].
Such a gap widens as the real system becomes more mature, while
for early stages of the software development process several meth-
ods have been proposed for the derivation of performance models
from higher-level designs (see, e.g., the surveys [3, 22]).

In this paper we propose a new method based on linear program-
ming to learn the parameters of a QN. For each station representing
a shared resource in the system, we assume that the server multiplic-
ities are already known. This assumption corresponds, for instance,
to knowing the number of cores when the shared resource is a CPU;
or the thread-pool size when the shared resource is a software en-
tity. Instead, the parameters to be learned are instead the service
demands, i.e., the amount of time spent by a job at a service station;
and the routing matrix, specifying the probability with which a job
visits a new station upon receiving service.

These two kinds of parameters are more difficult to obtain in
practice without intrusive instrumentation of the actual system
under consideration [33]. This has motivated a line of research on
service demand estimation from queue-length data only [29, 33, 34],
since this information is more readily available using operating-
system facilities, in that, compared to response time measurements,
queue lengths can be collected by looking at incoming and out-
coming events only. Our method shares the same approach but,
differently from most of the literature on this subject, is able to esti-
mate both service demands and the routing matrix at the same time.
Formally, this makes the problem nonlinear in general, because
the parameters for service demands and the routing probabilities
feature as multiplicative factors in the differential equations that
give the stochastic dynamics of the QN [5]. In addition, this set-
ting is computationally intractable exactly, since the number of
states of a QN’s underlying continuous-time Markov process grows
combinatorially with the population levels in the network.

These observations have led to treating the estimation of QN pa-
rameters as a nonlinear optimization problemwheremore compact—
albeit approximate—dynamical equations are used as constraints
and the objective function is to minimize the distance between
queue-length observations and their predictions. In [13] this has
been recently done by encoding such nonlinear problem as a recur-
rent neural network which encodes the QN dynamics based on the
well-known mean-field (or fluid) approximation. It essentially con-
sists of one ordinary differential equation (ODE) for each station,
which estimates its average queue length [23].

In this paper we show how the same problem—namely, learn-
ing routing probabilities and service demands of a QN—can be
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achieved by linear optimization, thus considerably reducing the
computational cost of the estimation. Our method is still based on
the equations derived by the fluid approximation, but it exploits
a different interpretation. In most applications to the domain of
software performance engineering (e.g., [17–21]), these equations
are taken, roughly speaking, as the asymptotically correct deter-
ministic dynamics of the (average) queue lengths in the limiting
regime when the population of jobs goes to infinity. Therefore, for
any (real) finite situation the fluid equations introduce estimation
errors that are rather difficult to bound theoretically (e.g., [12]).
The source of error for finite population comes from estimating
the expectation of a function of a random variable as the function
of the expectations. This is only true when these functions are
linear, but, unfortunately, QN equations do feature nonlinearities.
In our approach, the constraints used in our linear program involve
functions of the random variables (i.e., the queue lengths) of the
process. Although closed form ODEs for their expectations cannot
be derived, samples of these random variables can be estimated
from queue-length data. In other words, our linear program is such
that the constraints represent the correct relationship between the
random variables as opposed to the approximate ones by a more
straightforward encoding of the fluid equations.

We evaluate our method on randomly generated QNmodels with
queue-length observations produced by stochastic simulation. An
extensive validation of more than 8000 instances gives prediction
errors for queue lengths less than 10%, with runtimes of at most 5
minutes on an ordinary laptop.

Paper organization. Section 2 discusses related works. We pro-
vide some background about QNs and the corresponding fluid ap-
proximation in Section 3. The linear QNs estimator is presented
in Section 4, which discusses how to encode a time-discretized
version of the fluid approximation into a linear program whose
decision variables represent the model parameters to identify. Sec-
tion 5 presents the numerical evaluation of the proposed approach
on the selected benchmarks. Section 6 concludes.

2 RELATEDWORK
This work extends the one presented in the previous paper [17].
Here, we do not settle only for finding service rates but we esti-
mate also the entire network topology, i.e., the connections among
stations with the corresponding routing probabilities. Many other
service demand estimators rely on Utilization Law [29], using differ-
ent statistical inference approaches such as linear regression [26],
non-linear optimization [24], clustering regression [10], indepen-
dent component analysis [28], pattern matching [11] and Gibbs
sampling [31, 33] based on measured steady-state values of utiliza-
tion and/or throughput. They require knowledge of measures that
could be difficult to precisely obtain, as utilization values of stations.
For example in some cloud environments as platform-as-a-service,
the developer does not have complete control over the underlying
physical or virtual layer and cannot directly measure utilization.
We are outperforming all the mentioned approaches by focusing on
three key aspects at once: (i) being not-intrusive in the instrumenta-
tion, measuring only the queue lengths; (ii) being fast in producing
estimations and thus able to be applied with online adaptations if
needed; (iii) widening the set of the identified parameters with a

topology estimator, able to recover the entire network structure
through routing probabilities.

Another comparison is against profilers, as PerfPlotter [8], which
exploits symbolic execution to generate performance distributions
of the program best, worst, and average case, and Gprof [16], which
samples the program counter in a program run with a certain work-
load and counts the number of calls and execution times of each
procedure. The advantage of profiling is that they are not mak-
ing assumptions on the distribution of the service rates, while we
are assuming them to be exponentially distributed. However, the
models that they generate are often a set of metrics [4] or call
graphs [2] and lack descriptive and predicting power. The QN in-
stead, once all parameters are well estimated, can predict all future
time instants queue lengths at each station. Furthermore, most pro-
filers [15, 35] require active probing, i.e., observing the system with
different load-tests at different utilization levels. This approach is
intrusive because requires extra traffic to be injected in the network,
hindering its usage during system runtime.

Most closely related to this paper is the work by Garbi et al. [13].
The authors focus on the same problem of topology and service
rates estimation but from another perspective: instead of using
the ODEs to solve an optimization problem and to get the value
searched basing on some constraints, they train with real traces
a recurrent neural network that can learn the values of rates and
routing probabilities. In Section 5, we extensively compare with
this approach by showing that, thanks to the linear formulation,
our proposal sharply outperforms theirs in terms of efficiency and
accuracy.

3 BACKGROUND
To make the paper self-contained, in this section we briefly recall
QNs definitions. We use the ODEs of the fluid approximation as an
estimator of queue-lengths in the optimization problem.

3.1 Queuing Networks
We deal with single-class closed QNs, which have a fixed population
of jobs circulating in the system. The extension of this approach to
open networks, where there are arrivals and departures of jobs, is
straightforward.

Key quantities to describe a single-class closed QN are:

• 𝑁 is the number of clients in the network;
• 𝑀 is the number of queuing stations;
• s = (𝑠1, . . . , 𝑠𝑀 ) is the vector of server multiplicities, where
𝑠𝑖 gives the number of independent servers at station 𝑖 , with
1 ≤ 𝑖 ≤ 𝑀 ;

• 𝝁 = (𝜇1, . . . , 𝜇𝑀 ) is the vector of exponentially distributed
service rates, i.e., 1/𝜇𝑖 > 0 is the mean service demand at
station 𝑖 , with 1 ≤ 𝑖 ≤ 𝑀 ;

• P = (P𝑖, 𝑗 )1≤𝑖, 𝑗≤𝑀 is the routing probability matrix, whose
elements P𝑖, 𝑗 ≥ 0 give the probability that a client upon com-
pletion of service at station 𝑖 goes to station 𝑗 . The routing
probability matrix is a stochastic matrix, meaning that the
sum across each row sums up to one;

• x (0) = (x1 (0) , . . . , x𝑀 (0)): the initial condition, i.e., x𝑖 (0)
is the number of clients assigned to station 𝑖 at time 0.



M3

M2

M1

<μ1,	s1>

<μ2,	s2>

<μ3,	s3>

p1,2

p1,3

Figure 1: Load balancing example
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(a) k=1
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(b) k=10
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(c) k=20
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(d) k=50

Figure 2: Comparison between the simulated queue lengths
evolution (i.e., solid lines) of the CTMC of the QN of Fig-
ure 1, averaged over 2000 statistically independent runs, with
those obtained by the solution of (2) (i.e., dashed lines) with
parameters as in (3)–(6). In each subplot the x-axis denotes
the continuous time instants while the y-axis reports the
fraction of the total population present at each station.

An example is the load balancer in Fig. 1, where there are𝑀 = 3
stations: the workload generator 𝑀1 (i.e. user terminals) and the
two replicas𝑀2 and𝑀3. Replicas in a load balancer system provide
the same kind of service and they are distributed so that requests
are sent to one replica or the other with the aim of maintaining
a balance among queue lengths. Load balancing is a well-known
technique in performance engineering to build scalable distributed
systems [32]. Here, jobs are distributed among the two stations𝑀2
and 𝑀3 according to the routing probabilities 𝑝1,2 and 𝑝1,3; after
service completion they return back to station𝑀1.

3.2 Fluid Approximation
The fluid approximation allows us to consider only a set of𝑀 ODEs
for a system that can be modeled as a continuous-time Markov
chain (CTMC) [6]. It provides an approximation to the average

queue lengths instead of specifically tracking every discrete state
according to the following equation:

¤𝑥𝑖 (𝑡) = −𝜇𝑖 min{𝑥𝑖 (𝑡), 𝑠𝑖 } +
𝑀∑︁
𝑗=1

𝑝 𝑗,𝑖𝜇 𝑗 min{𝑥 𝑗 (𝑡), 𝑠 𝑗 }, (1)

with 1 ≤ 𝑖 ≤ 𝑀 , where we use the dot notation to denote time deriv-
ative. The nonlinear factor min{𝑥𝑖 (𝑡), 𝑠𝑖 } of the instant throughput
at station 𝑖 , given by 𝜇𝑖 min{𝑥𝑖 (𝑡), 𝑠𝑖 }, is due to the fact that if the
station is idle and the queue length 𝑥𝑖 (𝑡) is less than the number
of servers 𝑠𝑖 then 𝑥𝑖 (𝑡) = min{𝑥𝑖 (𝑡), 𝑠𝑖 } jobs are served in parallel
with instant throughput 𝜇𝑖𝑥𝑖 (𝑡). Instead, when the station 𝑖 is busy
and 𝑠𝑖 ≤ 𝑥𝑖 (𝑡) then 𝑠𝑖 jobs are served in parallel and the instant
throughput is 𝜇𝑖𝑠𝑖 .

For example, the fluid approximation for the load balancer de-
picted in Figure 1 is the following system of ODEs:

¤𝑥1 (𝑡) = −𝜇1min{𝑥1 (𝑡), 𝑠1} + 𝜇2min{𝑥2 (𝑡), 𝑠2}
+ 𝜇3min{𝑥3 (𝑡), 𝑠3}

¤𝑥2 (𝑡) = −𝜇2min{𝑥2 (𝑡), 𝑠2} + 𝑝1,2𝜇1min{𝑥1 (𝑡), 𝑠1}
¤𝑥3 (𝑡) = −𝜇3min{𝑥3 (𝑡), 𝑠3} + 𝑝1,3𝜇1min{𝑥1 (𝑡), 𝑠1}

(2)

The estimations of the average queue lengths tend to the exact
values of the expectations of the random variables describing queue
lengths, as the populations of jobs and servers grow to infinity,
according to Kurtz’s theorem [23]. In practice, for finite systems,
Eq. 1 will provide only an approximation to the ground-truth sto-
chastic behavior of the model. To graphically visualize the overall
accuracy this deterministic QNs representation, Figure 2 depicts the
comparison between the simulated queue lengths evolution of the
CTMC of the QN of Figure 1, averaged over 2000 statistically inde-
pendent runs (achieving an error of at most 5% with respect to the
true average value with 95% of confidence), with those obtained by
the numeric integration of (2) using the following parameters (we
set the following values since they represent a randomly generated
case in which the approximation errors become more influential):

𝝁 =
(
21.91, 57.20, 10.49

)
(3)

P =
©«
0.38, 0.50, 0.12
0.33, 0.36, 0.31
0.15, 0.73, 0.12

ª®¬ (4)

s = 𝑘
(
33, 24, 44

)
(5)

x (0) = 𝑘
(
82, 96, 95

)
(6)

The parameter 𝑘 ∈ {1, 10, 20, 50} is a scaling factor that determines
the total population of jobs and servers in the network. Figure 2
confirms that, in accordance with Kurtz’s theorem, the approxima-
tion error of the ODE does tend to vanish with increasing values
of total population and concurrency levels while it becomes more
evident with lower values of the scaling factor 𝑘 .

The source of error is attributable to the nonlinearities in (2)
due to the presence of the minimum function. Indeed, it is well
known that the true average queue lengths, denoted by E[𝑋𝑖 ], for
1 ≤ 𝑖 ≤ 𝑀 satisfy the equations:

¤E[𝑋𝑖 (𝑡)] = −𝜇𝑖E[min{𝑋𝑖 (𝑡), 𝑠𝑖 }] +
𝑀∑︁
𝑗=1

𝑝 𝑗,𝑖𝜇 𝑗E[min{𝑋 𝑗 (𝑡), 𝑠 𝑗 }] (7)
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(a) not self-consistent ODE
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(b) self-consistent ODE

Figure 3: Comparison between the simulated queue lengths
evolution (i.e., solid lines) of the CTMC of the QN of Figure 1,
averaged over 2000 statistically independent runs, with those
obtained by the solution of (2) (i.e., dashed lines) with param-
eters as in (3)–(6) and scaling factor 𝑘 = 1 with or without the
self-consistent expectation of the minimum function, i.e., b)
and a) respectively.

However, these equations are not self-consistent because the
expectation of the minimum function in the right-hand side cannot
be exactly written in terms of the variables in the left-hand side
in general. The approximation leading to (2) essentially consists
in the replacement of the expected value of the minimum of two
random variables, i.e., E[min{𝑋𝑖 (𝑡), 𝑠𝑖 }], with minimum of the two
expectations, i.e, min{E[𝑋𝑖 (𝑡)], 𝑠𝑖 }, which is now self-consistent.
Although we proved that is error is negligible for self-adaptation
purposes [19], it becomes more disturbing in the context of parame-
ter estimation. A strategy for mitigating such an issue is proposed in
Section 4 but its beneficial effects, on the case of Figure 2 reporting
the maximum errors, are illustrated in Figure 3.

4 LINEAR PROGRAMMING ESTIMATION OF
QUEUING NETWORKS

4.1 Discrete-time model
Our learning method is built on a time-discretized version of (1)
through the well-known Euler numerical integration schema which
approximates time derivatives as ¤𝑥𝑖 (𝑡) ≈ (𝑥𝑖 (𝑡 +Δ𝑡)−𝑥𝑖 (𝑡))/Δ𝑡 , for
a given fixed time step Δ. We denote by 𝑥𝑖 (𝑘) the approximation
at the 𝑘-th step, i.e., 𝑥𝑖 (𝑘) ≈ 𝑥𝑖 (𝑘Δ𝑡), for 𝑘 ≥ 0. It follows that
the estimations of the average queue length trajectories can be
computed by solving the following system of difference equations:

𝑥𝑖 (𝑘 + 1) = 𝑥𝑖 (𝑘) − Δ𝑡𝜇𝑖 min{𝑥𝑖 (𝑘), 𝑠𝑖 } +

+ Δ𝑡
𝑀∑︁
𝑗=1

𝑝 𝑗,𝑖𝜇 𝑗 min{𝑥 𝑗 (𝑘), 𝑠 𝑗 } (8)

with 𝑘 ≥ 0 and 1 ≤ 𝑖 ≤ 𝑀 with initial conditions 𝑥𝑖 (0) = 𝑥𝑖 (0).

4.2 Nonlinear QNs estimator
In the most direct estimation approach, (8) are used as constraints
in an optimization problem which looks for a solution minimizing
the error between the predicted queue lengths, i.e., 𝑥𝑖 (𝑘), and the
measured ones over a given observation window 𝐻 . Denoting by
𝑥𝑖 (𝑘) the measured queue length of station 𝑖 at time step 𝑘 , the

non-linear estimation problem can be written as follows:

minimize
𝑥,𝜇,𝑃

𝑀∑︁
𝑖=1

𝐻−1∑︁
𝑘=0

| (𝑥𝑖 (𝑘) − 𝑥𝑖 (𝑘)) |

subject to:
Eq. (8), for 0 ≤ 𝑘 ≤ 𝐻 − 1, 1 ≤ 𝑖 ≤ 𝑀,

𝑥𝑖 (0) = 𝑥𝑖 (0), 1 ≤ 𝑖 ≤ 𝑀.

(9)

In other words, we search for the optimal vector of service rates
𝜇 and routing probabilities matrix 𝑃 that minimizes the difference
between the measurements and the model predictions over all
stations and all discrete-time instants of the observation window𝐻 ,
when the model dynamics is initialized with the measured queue
lengths 𝑥 (0).

4.3 Linear programming formulation
Although viable, in principle, the non-linear QNs estimation suffers
from well-known scalability issues hampering its usage in practice.
In [19], we shown that the runtime of the solution of a globally op-
timal non-linear program similar to (9) can be orders of magnitude
bigger with respect to the solution of the corresponding mixed-
integer formulation. In particular, the main difficulties of (9) reside
in the nonlinearities of (8), i.e, the multiplicative relation between
𝝁 and P and the presence of the minimum function. The major
technical contribution of this work is to provide an exact linear
programming formulation of (9) under the assumption that queue
lengths and concurrency levels observations are available for each
station of the QN at each considered discrete time instant. Overall,
when these conditions are met, the optimization problem (9) admits
the following linear formulation.

minimize
𝜇𝑖 , 𝑔𝑖,𝑗 , 𝐸𝑖,𝑘 , 𝐸𝑖,𝑘

𝑀∑︁
𝑖=1

𝐻−1∑︁
𝑘=0

𝐸𝑖,𝑘 (10)

subject to:

𝐸𝑖,𝑘 = −𝜇𝑖𝛾𝑖 (𝑘) +
𝑀∑︁
𝑗=1

𝑔 𝑗,𝑖𝛾 𝑗 (𝑘) − Δ𝑥 (𝑘), (11)

𝜇𝑖 =

𝑀∑︁
𝑗=1

𝑔𝑖, 𝑗 , 𝑔𝑖, 𝑗 ≥ 0, (12)

𝐸𝑖,𝑘 ≥ 𝐸𝑖,𝑘 , 𝐸𝑖,𝑘 ≥ −𝐸𝑖,𝑘 , (13)
1 ≤ 𝑖, 𝑗 ≤ 𝑀, 0 ≤ 𝑘 ≤ 𝐻 − 1,

with Δ𝑥 (𝑘) = �̃�𝑖 (𝑘+1)−�̃�𝑖 (𝑘)
Δ𝑡 and𝛾𝑖 (𝑘) = E[min{𝑠𝑖 , 𝑥𝑖 (𝑘)}]. The for-

mer is just a syntactic abbreviation for a more compact writing of
(11). Instead, the introduction of𝛾𝑖 (𝑘) brings a substantial benefit to
the estimation process since, using only the data already available,
it enables to account for the error introduced by the fluid approx-
imation, thus increasing the accuracy of the learned parameters
(see Section 3.2 for a more detailed discussion about this error).

The key intuition enabling this linear programming formulation
is twofold. i) Instead of integrating (8) over the whole observation
window—as it would be in (9)—each integration step is conducted
individually whilst the whole trajectory of the QN is reconstructed
by minimizing the absolute value of the single step prediction errors
𝐸𝑖,𝑘 , see (10), (11), and (13). ii) A change of variables that allows to



replace each nonlinear term, i.e., 𝑝𝑖, 𝑗 𝜇𝑖 , with a fresh new variable
𝑔𝑖, 𝑗 . Then, after the optimization takes place, the estimated routing
probabilities can be computed as 𝑝∗

𝑖, 𝑗
= 𝑔∗

𝑖, 𝑗
/𝜇∗

𝑖
,with 1 ≤ 𝑖, 𝑗 ≤ 𝑀

where 𝑔∗
𝑖, 𝑗
, 𝜇∗

𝑖
are the optimal 𝑔𝑖, 𝑗 and 𝜇𝑖,, respectively.

Concretely, the relation 𝑔𝑖, 𝑗 = 𝜇𝑖𝑝𝑖, 𝑗 is enforced by (12). This is
because, if (12) holds, then 0 ≤ 𝑔𝑖, 𝑗 ≤ 𝜇𝑖 ; hence 𝑔𝑖, 𝑗 = 𝑝𝑖, 𝑗 𝜇𝑖 with
0 ≤ 𝑝𝑖, 𝑗 ≤ 1 necessarily. Then by considering that

∑𝑀
𝑗=1 𝑝𝑖, 𝑗 𝜇𝑖 = 𝜇𝑖

implies that
∑𝑀

𝑗=1 𝑝𝑖, 𝑗 = 1, the matrix P = (𝑝𝑖, 𝑗 )1≤𝑖, 𝑗≤𝑀 is a valid
routing probability matrix. Finally, (13) completes the optimization
problem by enforcing 𝐸𝑖,𝑘 ≥ |𝐸𝑖,𝑘 |, which is the standard linear
programming formulation for the minimization of the absolute
value of a decision variable [7].

5 NUMERICAL EVALUATION
In this section we evaluate the efficiency and effectiveness of the
proposed QNs estimation method by considering randomly gener-
ated models of increasing complexity. In particular, we generated
our dataset by simulating each of the considered QN through the
Gillespie’s exact simulation algorithm [14], available in the stochas-
tic simulation framework Stochkit [27]. We then used the collected
queue length trajectories as inputs of the optimization problem (10)-
(13) solved using the well-known CPLEX optimization engine [9].
All the data generation process were performed on an Intel Xeon
machine with 48 cores and 60 GB RAM while the learning process
has been conducted on a laptop equipped with a 2.8 GHz Intel i7
quad-core processor and 16GB RAM.

5.1 Experimental set-up
For our tests we considered randomly generated closed QNs of dif-
ferent sizes𝑀 ∈ {5, 10, 15, 20}. For each case, we generated 10 QNs
by picking uniformly at random the entries of the routing probabil-
ity matrices, the service rates in the interval [1.0, 100.0], and the
concurrency levels in the interval [1, 64] except for the reference
station for which we ensured to assign a number of servers that
were greater than or equal to the total number of clients circulating
in the network (i.e., in all of the considered models the reference
station is an infinite server).

For the generation of the training dataset we evaluated each
random QN starting from 100 distinct initial population vectors.
We chose the initial number of jobs at each station between 0
and 100 with its total population uniformly distributed between
50 and 100𝑀 . We fixed 50 as the minimum allowed workload to
avoid situations in which portions of the network were too little
stressed to be learned, i.e., to avoid a very small chance to visit some
particular stations making them irrelevant for the optimization; we
further comment on this issue later in this section. For each initial
condition we collected mean queue length trajectories averaged
over 2000 independent repetitions.

Other two important hyper-parameters of the estimation process
are the length of each trace, i.e., the time horizon𝑇 of the stochastic
simulations, and the choice of the discretization interval Δ𝑡 ; the
former is related to the amount of knowledge we accumulate from
the system, i.e., if longer time horizons lead to larger simulation and
optimization runtimes too short traces might not be representative
of the full dynamics of the system, the latter should be chosen
small enough such that no important events are lost across two

consecutive time steps [1]. For our case studies, we set 𝑇 = 2𝑠 and
Δ𝑡 = 0.01, thus collecting 𝐻 = 200 points per trace.

5.2 Predictive power evaluation
We assess the predictive power of the learned QNs by conducting
two distinct “what-if” analyses under unseen configurations (i.e.,
not included in the traces used for learning) by changing the total
number of clients and the concurrency levels of each station, re-
spectively. Similarly to [13], to formally quantify the accuracy of
the learned model with respect to the ground-truth QN we rely on
the following error function

err𝑖 =
max𝐻

ℎ=1 |𝑥𝑖 (ℎ) − 𝑥𝑖 (ℎ) |
2𝑁

· 100. (14)

It basically represents the maximum percentage error of station 𝑖

relative to the total population of clients circulating in the network
(since we are studying closed QNs 𝑁 con be considered constant
across the 𝐻 steps of a trace). We refer the reader to [13] for a more
detailed discussion on (14).

What-if analysis over client population. We tested each learned
QN with 200 new initial population vectors that were not used for
learning. For doing so, the initial number of jobs at each station
was chosen between 0 and 200 with its total population uniformly
distributed between 50 and 200𝑀 , discarding initial conditions that
were included in the learning configurations. We then compared
the averages over 2000 independent stochastic simulation of the
ground-truth queue-length dynamics with those produced by the
LP-learned QN starting from each unseen initial condition.

In the first row of Figure 4 are reported the scatter plots of the
prediction errors for each considered QN, for each network size
𝑀 . The results highlight the high prediction power of the learned
models by reporting prediction errors less than 10% in all cases. In
particular, there is no significant difference among the interpolation
region (i.e., between initial conditions used for learning) and the
extrapolation one (i.e., outside the range of initial conditions used
for learning) remarking the high accuracy of the learned QNs.

To visualize the impact of the reported errors on the whole queue
length evolution, the lowest row of Figure 4 reports the comparison
between the ground-truth queue lengths (i.e., dashed lines) and
those predicted by the LP-learned QN (i.e., solid lines) on the initial
population vector that provoked the maximum prediction errors
among the all the what-if over population for each network size (i.e.,
7.46%, 3.65%, 9.26%, 6.22% respectively). Even in this case, despite
the presence of small deviations, the ground-truth time course
evolutions are very well predicted by the corresponding LP-learned
QN for both the transient and the steady-state regimes.

Finally, the box-plots in Figure 5 report the summary statistics
of the scatter plots depicted in Figure 4. These charts do not seem
to show a statistically significant increase in the error as a function
of the size of the network; the averages decrease. We intuitively
attribute this behavior to the fact that, by enlarging the size of
the network, the optimization problem becomes implicitly more
constrained, thus increasing the precision of the learned models.
We leave as future work a targeted experimentation to give more
evidence of this.
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(c) M=15
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Figure 4: Upper row) Prediction error of the what-if instances where each randomly generated QN is evaluated with 200 unseen
initial population vectors, indexed with respect to the network size 𝑀 . In each chart, the x-axis 𝑁 represents total number of
clients circulating in the network plotted against the prediction error defined in Eq. (14) while the dashed vertical line denotes
the boundary of the interpolation (i.e., between initial conditions used for learning) and the and extrapolation region (i.e.,
outside the range of initial conditions used for learning). Bottom row) Ground-truth queue lengths (dashed lines) and those
predicted by the LP-learned QN (solid lines) on the initial population vector that provoked the maximum prediction errors
among the what-if over population for each network size𝑀 (i.e., 7.46%, 3.65%, 9.26%, 6.22% respectively).
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Figure 5: a) Summary statistics on the prediction error for
the experiments of Fig. 4. In each box-plot, the line inside
the box represents the median error, the upper and lower
side of the box represent the first and the third quartiles of
the observed error distribution, while the upper and lower
limit of the dashed line represent the extreme points not to
be considered outliers. The red dots depict the outliers.

What-if analysis over concurrency levels. Here we test the predic-
tive power with respect to modifications to the concurrency levels.
For each generated QN we assigned a new concurrency level picked
uniformly at random in [1, 64] to each station except the first one,
which was left as a think station. Then we compared the dynamics
of the ground-truth model (i.e., simulated with the original rout-
ing probabilities and rates but with the new concurrency levels)
against those obtained by simulating the learned model with the
new concurrency levels. As initial conditions, we considered the

same points used for the what-if over population of Figure 4. Also
for this evaluation we considered the notion of prediction error as
shown in Equation (14).

In the first row of Figure 6 are reported the scatter plots of the
prediction errors for each considered QN, indexed by the network
size𝑀 . Also in this case the results highlight the high prediction
power of the learnedmodels by reporting predictions error less than
10% in all cases. The impact of the reported errors on the whole
queue length evolution is depicted in the lowest row of Figure 6. It
reports the comparison between the ground-truth queue lengths
(i.e., dashed lines) and those predicted by the LP-learned QNs (i.e.,
solid lines) on the initial population vector that caused the maxi-
mum prediction errors among all the what-if over concurrency level
for each network size (i.e., 10.49%, 5.18%, 7.89%, 8.53% respectively).
Despite the presence of slightly bigger deviations with respect to
Figure 4, the ground-truth time course evolutions are very well
predicted by the corresponding LP-learned QN for both transient
and steady-state regimes. We justify the small increase of prediction
errors by the fact that unlike the previous what-if study over client
populations, in this case we changed parameters, i.e., the number of
servers, that remained constant in all the traces used for learning.

The box-plots in Figure 7 report the summary statistics of the
scatter plots depicted in Figure 6. Analogously to the what-if over
population experiments, it does not show a statistically significant
increment of the prediction errors with network of increasing size.

Figure 8 depicts the summary statistics of the solution time of
the 40 optimization problems we used for our experimentation,
grouped by the size of the corresponding QN. Thanks to the linear
formulation, the average solution time follows an almost linear
growth law as a function of the size of the learned model.
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(c) M=15
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Figure 6: Upper Row) Prediction error of the what-if instances over concurrently levels. For each of the LP-leaned QN we
generated a fresh new concurrency level vector 𝑆 = (𝑠𝑖 )1≤𝑖≤𝑀 where each 𝑠𝑖 , 𝑖 ≥ 1 is picked uniformly at random in [1, 64] while
𝑠1 is left unmodified. We then evaluated each of these QNs over the same initial population vectors of Fig. 4. Lowest row)
Comparison between the ground-truth queue lengths (i.e., dashed lines) and those predicted by the LP-learned QN (i.e., solid
lines) on the initial population vector that provoked the maximum prediction errors among the what-if over concurrency level
for each network size𝑀 (i.e., 10.49%, 5.18%, 7.89%, 8.53% respectively)
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Figure 7: a) Summary statistics on the prediction error for
the experiments of Fig. 6. In each box-plot, the line inside the
box represents the median error, the upper and lower side
of the box represent the first and the third quartiles of the
observed error distribution, while the upper and lower limit
of the dashed line represents the extreme points not to be
considered outliers. Finally, the red dots depict the outliers.

5.3 Comparison with state-of-the-art
For concluding the numerical evaluation, hereafter we compare the
predictive power of the proposed approach against that reported by
the recursive neural network-based (RNN) estimator recently pro-
posed in [13]. We chose the latter as the object of this comparison
since it represents the unique QNs estimator able to simultane-
ously learn service rates and routing probabilities of an unknown
QN relying on concurrency levels and queue lengths observations
only (see Section 2 for a more detailed discussion on the related
approaches).
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Figure 8: a) Summary statistics on the computation time
needed for learning all the 40 QN models (i.e., 10 for each
model size) used for the experimentation in Figures 4 and 6.

For the sake of fairness, we repeated the same exact what-if
experiments that were conducted in [13] by learning the QNs
under study through the traces contained in the corresponding
replication package (i.e., 100 randomly generated initial conditions,
𝑇 = 10 𝑠,Δ𝑡 = 0.01). The only variation consisted in simulating
each QN model again for collecting the individual traces necessary
to compute each E[min{𝑠𝑖 , 𝑥𝑖 (𝑘)}] that cannot be derived by the
already averaged data.

Figure 9 and Figure 10 respectively report the comparison be-
tween the predictions errors of the RNN-leaned models and the LP-
learned ones, in the what-if over population and concurrency levels
scenarios indexed by the corresponding model sizes 𝑀 ∈ {5, 10}
(see [13] for a detailed discussion of the conducted experiment).
These numerical results highlight that the LP-based approach (blue
points) outperforms the RNN-based one (red points) for all the eval-
uated scenarios by reporting consistently smaller predictions errors.
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Figure 9: Comparison between the predictions errors of the
RNN-learned models [13] and the LP-learned ones, in the
what-if over populations as described in [13] and indexed by
the corresponding model sizes𝑀 ∈ {5, 10}.

As expected, this fact is also confirmed by the summary statistics of
Figure 11. These results strengthen the effectiveness and generality
of the proposed approach as it proved able to produce more accurate
QNs models (i.e., with a higher prediction power) despite having
been learned in a less constrained setting, since in [13] the main
diagonal of the routing probabilities matrix is assumed to be known
while in our tests it was assumed to be completely unknown.

As a final remark, we empathize that making a reliable compar-
ison on the scalability of the two approaches is very delicate to
conduct. This is because of two fundamental aspects: i) the con-
ceptually different optimization methods (i.e., local versus global
optimization), ii) the computational aspects of both approaches
are strongly influenced by the choices made in the data collection
phase, i.e, number of initial populations, the temporal length of
the learning traces 𝑇 and the discretization step Δ𝑡 . The former is
an intrinsic characteristic that discriminates between non-linear
methods and linear programming ones which in general suggests
that local methods are more efficient than the global ones [25]. The
latter is dependent on many design decisions whose choice can
cause the prevalence of one approach over the other in terms of
scalability. We leave a definitive answer as to which approach is
more efficient for future work, even if we are aware of the fact that,
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Figure 10: Comparison between the predictions errors of
the RNN-leaned models [13] and the LP-learned ones, in
the what-if over concurrency levels as described in [13] and
indexed by the corresponding model sizes𝑀 ∈ {5, 10}.

for the reported experimentations, the linear approach seems to
outperform even in terms of scalability the RNN based estimator
thanks to the fact that a global optimizer can work on shorter traces
to learn models with a high degree of accuracy (𝑇 = 2 𝑠 in place of
𝑇 = 10 𝑠 , as depicted in Figure 4 ).

Summarising, the results shown in this section substantially
support the fact that QN models of arbitrary topologies and chal-
lenging dimensions can be effectively learned by using the succinct
linear program (10). The accuracy of the learned models is testi-
fied by prediction errors consistently smaller than 10% across all
the conducted experiments. We remark the ability of the learned
QNs, to provide reliable predictions even in those what-if scenarios
in which the varying parameters have been given as constants in
the input traces. Strengthening our proposal, the comparison with
the state of the art further emphasizes the accuracy of the learned
models by reporting a higher degree of accuracy. In addition, the
favorable comparison with respect to the state of the art allows
us to reasonably expect to have the same accuracy results on real
cases as the ones studied in [13], even if the latter have not been
explicitly addressed in this work.



(a) RNN-Learned vs LP-Learned accuracy in the same exact what-if
over population (See Fig. 9)

(b) RNN-Learned vs LP-Learned accuracy in the same exact what-if
over concurrency levels (See Fig. 10)

Figure 11: Summary statistics on the prediction error for the
experiments of Fig. 9 and Fig. 10 distinguished by the differ-
ent model sizes 𝑀 ∈ {5, 10} and the used learning methods
, i.e., RNN and LP, respectively. In each box-plot, the line
inside the box represents the median error, the upper and
lower side of the box represent the first and the third quar-
tiles of the observed error distribution, while the upper and
lower limit of the dashed line represents the extreme points
not to be considered outliers. Finally, the red dots depict the
outliers.

6 CONCLUSIONS
We presented an efficient and effective methodology for learning
queuing networks (QN) models of software systems. The main
novelty lies in the formulation of the QN estimation problem as a
succinct linear program whose decision variables can be directly
related to standard queuing network parameters (i.e., service rates
and routing probabilities). We reported promising results on ran-
dom models of challenging dimensions with a maximum prediction
error (i.e., the distance between the dynamics predicted by the
learned models and those computed through the ground truth) less
than 10% even when the system is evaluated under configurations
that are not included in the training set. We plan to extend our
work for capturing the performance dynamics of more complex
systems, such as multi-class and layered QNs. Moreover, to further

enlarge the target systems, we plan to include load-dependent and
generally distributed service rates.
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