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Lecture: ‘hability Analysis ‘hability problem

Reachability

@ Consider the linear discrete-time system
x(k + 1) = Ax(k) + Bu(k)

with x € R", u € R™ and initial condition x(0) = x, € R"
k=1
@ The solution is x(k) = Afx, + ZAJBu(k -1-j)
=0

Definition
The system x(k + 1) = Ax(k) + Bu(k) is (completely) reachable if Vx;, x, € R" there
exist k € N and u(0), u(1), ..., u(k — 1) € R™ such that

k—1
x, =A% + Y ABu(k—1-3)
j=0

4

@ In simple words: a system is completely reachable if from any state x; we can
reach any state x, at some time k, by applying a suitable input sequence
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Lecture: Reachability Analysis Linear algebra recalls

Linear algebra recalls: Change of coordinates

o Let {v,...,v,} be a basis of R" (= n linearly independent vectors)

1 0 0
0 1

@ The canonical basis of R"ise; = | . [,ea= | . |,...,e,= | :
: : 0
0 0 1

@ A vector w € R" can be expressed as a linear combination of the basis vectors,
whose coefficients are the coordinates in the corresponding basis

n n
w= E X;e; = E Z;V;
i=1

i=1

@ The relation between the coordinates x = [x; ... x,]’ in the canonical basis
and the coordinates z = [z; ... z,]’ in the new basis is

x=Tz

where T = [vl e Vg ] (= coordinate transformation matrix)
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Lecture: Reachability Analysis Linear algebra recalls
Algebraically equivalent systems

@ Consider the linear system

x(k+1) = Ax(k)+Bu(k)
{ y(k) = Cx(k)+ Du(k)
x(0) = x,

@ Let T be invertible and define the change of coordinates x = Tz, z = T~ 'x

2k+1) = T 'x(k+1)=T"(Ax(k)+ Bu(k)) = T *ATz(k) + T~ *Bu(k)
y(k) = CTz(k)+ Du(k)
ZO = T71X0
and hence . .
2(k+1) = Az(k)+ Bu(k)
y(k) = Cz(k)+Du(k)
2(0) =T 'x,
@ The dynamical systems (A, B, C,D) and (A, B, C,D) are called algebraically
equivalent
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Lecture: Reachability Analysis Linear algebra recalls

Linear algebra recalls: Change of coordinates

@ Let AER™, T=[v; ...v, | invertible. In the new coordinates z = T 'x
the transformed matrix is

A=TAT=TA[v; ... v, | =T ' [Av; ... Av, ]

@ Therefore, the columns of A are the coordinates of the transformed vectors
Avy,...,Av, in the new basis {vi,...,v,}

@ Special case: if vy,...,v, are the eigenvectors of A, Av; = A;v;, then
A=Diag{A,..., A}

A = T_lAT = T_1 [AIV1|12V2| e Anvn]
A0 .. 0
0 A ... O
= T 'mbal.vy] | . .. .| =TT 'A=A
00 .
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Lecture: Reachability Analysis Linear algebra recalls

Linear algebra recalls: Change of coordinates

Proposition J

Matrices A € R™" and A = T~'AT have the same characteristic polynomials

Proof:
Recall Binet theorem
det(AB) = detA - detB

for any pair of square matrices A, B, and recall that

o 1
det(A™") = detA

for any invertible matrix A. Then
det(AI —A) = det(AT'IT — T7'AT) = det (T~ (AI - A)T)
= det(T !)det(AM —A)det(T) = det(Al — A)
O

Note: we already saw that algebraically equivalent systems have the same transfer function, hence the
same poles, hence the same characteristic polynomial of the state-update matrix
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Lecture: Reachability Analysis Linear algebra recalls

Linear algebra recalls

o Let A e R™™"
o image of A: Im(A) = {w e R™ : w=Av, v € R"}
o rank of A: rank(A)=dimension of Im(A)
o kernel of A: ker(A) ={veR": 0=Av}
o LetAeR™™"
o spectrum of A: 0(A) = {A € C: det(Al —A) =0} Sir William RO“',an Hamilron
o A-invariant subspace: V € R" is such that AV C V,
that is Av € V, Yv € V (1805-1865)

Cayley-Hamilton Theorem

Let det(Al —A) = A"+ a, A" 1 +...+ a; A + o, be i
the characteristic polynomial of A € R™". Then

i - _ Arthur Cayley
A'toa, A" +.. .+ A+apl=0 (1821-1895)
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Lecture: ‘hability Analysis Analysis

Reachability

@ Let’s focus on the problem of determining a sequence of n inputs transferring
the state vector from x; to x, after n steps

u(n—1)
u(n—2)
X, —A', = [BAB ... A"'B ]
* R u(0)
U

o This is equivalent to solve with respect to U the linear system of equations
RU=X

@ The matrix R € R™™™ is called the reachability matrix of the system

@ A solution U exists if and only if X € Im(R)
(Rouché-Capelli theorem: a solution exists < rank([R X]) = rank(R))
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Lecture: ‘hability Analysis hability Analysis

Reachability

Theorem
The system (A, B) is completely reachable < rank(R) = nJ

Proof:
(=) Assume (A, B) reachable, choose x; = 0 and x, = x. Then 3k > 0 such that

k—1
x= ZAjBu(k —1-j)
=0

If k < n, then clearly x € Im(R). If k > n, by Cayley-Hamilton theorem we have
again x € Im(R). Since x is arbitrary, Im(R) = R", so rank(R) = n.

(<) If rank(R) = n, then Im(R) = R". Let X = x, —A"x; and

U= [u(n—1) ... u(1) u(0)]". The system X = RU can be solved with respect to
U, VX, so any state x; can be transferred to x, in k = n steps. Therefore, the
system (A, B) is completely reachable.
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Lecture: ‘hability Analysis hability Analysis

Comments on the reachability property

@ The reachability property of a system only depends on A and B
@ We therefore say that a pair (A, B) is reachable if

MATLAB

rank([BAB ...A”leD =n : izgir(ké)(A,B)

@ Im(R) is the set of states that are reachable from the origin, that is the set of
states x € R" for which there exists k € N and u(0), u(1), ..., u(k—1) € R™

such that
k-1

x= ZAjBu(k —1-j)
j=0

e If Im(R) =R", a system is completely reachable < all the states are
reachable from the origin in n steps (proof: set x =x, —A"x;)
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Lecture: ‘hability Analysis hability Analysis

Minimum-energy control

@ Let (A, B) reachable and consider steering the state from x(0) = x; into

x(k) =xy, k>n u(k — 1)
u(k —2)
X, —A'x; = [BAB ... A“'B ] )
—_— :
X R u(0)
| S ——
U

Ry € Rk s the reachability matrix for k steps)

@ Since rank(R;) = rank(R) = n, Yk > n (Cayley-Hamilton), we get
rankR;, = rank[R; X] =n

@ Hence the system X = R, U admits solutions U

Problem

Determine the input sequence {u(j) J’.‘z_ol that brings the state from
o 15, o 1
x(0) = x; to x(k) = x, with minimum energy 5 Z [lu(DI* = EU U
=0
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Lecture: ‘hability Analysis ‘hability Analysis

Minimum-energy control

@ The problem is equivalent to finding the solution U of the system of equations
X = RkU

with minimum norm ||U]|
@ We must solve the optimization problem

1
U* = arg min > |lUI*> subjectto X= RU
@ Let’s apply the method of Lagrange multipliers:
1
2U,A) = 3 ||U||2 + (X —RU) Lsarsncesn function

o =UTRA=0 BT
= U= R.(RR,)? X
2 _x _RU=0 LVL, U=pinv (RK) xX
22 MY = LU=pinv (Rk) xX |
> R! = pseudoinverse matrix

@ Note that RiR, is invertible because rank(R;) = rank(R) =n, Vk > n
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Lecture: hability Analysis G ical reachability di ition

Canonical reachability decomposition

@ Goal: Make a change of coordinates to separate reachable and unreachable
states

@ Let rank(R) =n. < n and consider the change of coordinates
T= [Wnc+1 e Wy VL Yy ]

where {vl, e ,vnc} is a basis of Im(R), and ‘{Wnc+1> e ,Wn} is a completion to
obtain a basis of R"

@ As Im(R) is A-invariant (Ax € Im(R) Vx € Im(R) follows from
Cayley-Hamilton theorem), Av; has no components along the basis vectors
Wp 415 - - -» Wy. Since T~!Av; are the new coordinates of Av;, the first n — n,
components of T~ Ay, are zero

@ The columns of B also have zero components along w,, ,, ..., w,, because
Im(B) € Im(R)

o In the new coordinates, the system has matrices A= T~'AT, B=T'Be
C = CT in the canonical reachability form (a.k.a. controllability staircase form)

MATLAB
A:[A"C Oi| B:[O] C’:[Cuc CC] [At, Bt, Ct, Tinv]=

AZl Ac Bc ctrbf (A,B,C)
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Lecture: ‘hability Analysis (¢ ical reachability di

Reachability and transfer function

Proposition
The eigenvalues of A, are not poles of the transfer function C(zI —A)"'B+D J

Proof:

o Consider a matrix T changing the state coordinates to canonical reachability
decomposition of (A, B)
@ The transfer function is

G(z) = CI—A)'B+D=C(zI-A)"'B+D

e e)(a-[4 2]) [a]+0

(I_Auc)71 0 0
[Ce C] [ - (zI—AC)‘l] [B ]+D

C
= C(sI-A)'B,+D

@ G(2) does not depend on the eigenvalues of A,

Lack of reachability — zero/pole cancellations ! y
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Lecture: hability Analysis G ical reachability di ition

Reachability and transfer function

@ Why are the eigenvalues of A,. not appearing in the transfer function G(z) ?
@ Remember: G(z) explains the forced response, i.e., the response for x(0) =0
@ Expressed in canonical decomposition, the system evolution is

xuc(k + 1) = Aucxuc(k)
x(k+1) = Ax.(k)+Bu(k)+ Ay x,.(k)
y(k) = Cucxuc(k) + chc(k) + Du(k)

@ For x,.(0) =0, x.(0) =0, we get x,.(k) =0 and

x(k+1) = Ax/(k)+B.u(k)
y(k) = Cx/(k)+Du(k)
x(0) = 0

so the forced response does not depend at all on A, !
@ The input u(k) only affects the output y(k) through the reachable subsystem
(A.,B.,C.,D), not through the unreachable part A,
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Lecture: ‘hability Analysis C

Canonical reachability decomposition

Proposition J

A, € R™*™ and B, € R"™*™ are a completely reachable pair

Proof:
@ Consider the reachability matrix

N e 0o 0 ... 0
— n—1 _
R_[BAB...A B]—[BC AB. .. AQ”BC}
and
R:[T—lB TIATT B ... T‘IA”‘ITT‘lB]zT’lR

e Since T is nonsingular, rank(R) = rank(R) = n,, so

rank[BC AB, ... AF!

BC :| = nC
that is (A,, B.) is completely reachable O
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Lecture: Reachability Analysis Controllability

Controllability

o If the system is completely reachable, we have seen that we can bring the
state vector from any value x(0) = x; to any other value x(n) = x,

@ Let’s focus on the subproblem of determining a finite sequence of inputs that
brings the state to the final value x(n) =0

Definition

A system x(k + 1) = Ax(k) + Bu(k) is controllable to the origin in k steps if
Vx, € R" there exists a sequence u(0), u(1), ..., u(k — 1) € R™ such that
0=Ak% + Y7 ABu(k—1—))

@ Controllability is a weaker condition than reachability
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Lecture: Reachability Analysis Controllability

Controllability
@ The linear system of equations
ulk—1)
—A% = [BAB ... A“'B | utk _ 2
" u(0)

admits a solution if and only if A*x, € Im(R,), Vx, € R"

Theorem

The system is controllable to the origin in k steps if and only if

Im(A¥) € Im(Ry)

o If a system is controllable in n steps, it is also controllable in k steps for each

k>n (ustsetu(n)=u(n+1)= ... =u(k—1)=0)
@ For the same reason, if a system is controllable in k steps with k < n, it is also
controllable in n steps (just set u(k) =u(k+1)= ... =u(n—1)=0)
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Lecture: ‘hability Analysis Contr

Controllability

Definition
A system is said completely controllable if it is controllable in n steps

Theorem

A system x(k + 1) = Ax(k) + Bu(k) is completely controllable if and only if
all the eigenvalues of its unreachable part A, are null

v

Proof:

@ Given an initial state x;, € R", we must solve with respect U the linear system
of equations

u(n—1)
—A'o=[BAB...A"'B]U=RU, U=| :
u(0)
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Lecture: Reachability Analysis Controllability

Controllability

o Let (A, B) be a canonical reachability decomposition of (A, B). Then

—A'xg=—TA"2y=[TB TAB ... TA"'B|U=TRU

_ z
where we set 25 = T x, = [ z“C

} and T=1[w, 11 ... Wy vy ... v ]
C

e since T is invertible, the system TRU = —TA"z, is equivalent to RU = —A"z,,
that is
0 0 .. 0 V,__[a 0][%
B. AB. ... A"'B, *x Al 2.

@ as the pair (A, B.) is completely reachable, the system above has a solution if
and only is A} z,. = 0 for any initial condition z,,, that is A} =0

o ifA, isa nllpotent matrix (= all its n — n, eigenvalues are zero), by
Cayley-Hamilton A;. " = 0 and therefore

Al = AT = AT 0= 0
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Lecture: ‘hability Analysis Contr

Stabilizability

Definition
A linear system x(k + 1) = Ax(k) + Bu(k) is called stabilizable if can be
driven asymptotically to the origin

@ Stabilizability is a weaker condition than controllability

Theorem

A linear system x(k + 1) = Ax(k) + Bu(k) is stabilizable if and only if all
the eigenvalues of its unreachable part have moduli < 1

Proof:

@ Take any z, = [ZZ”C((S))] € R" and an input sequence {u(k)};” ; that makes the

reachable component z.(k) — O for k — oo
e If AX — 0 for k — oo, then z,.(k) = A z,.(0) also converges to zero for
k— o0
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Lecture: Reachability Analysis Continuous-time systems

Reachability analysis of continuous-time systems

@ Similar definitions of reachability, controllability, and stabilizability can be
given for continuous-time systems

x(t) = Ax(t) + Bu(t)

@ No distinction between controllability and reachability in continuous-time
(because no finite-time convergence of modal response exists)

@ Reachability matrix and canonical reachability decomposition are identical to
discrete-time

o rankR = n is also a necessary and sufficient condition for reachability

@ A,. asymptotically stable (all eigenvalues with negative real part) is also a
necessary and sufficient condition for stabilizability
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Lecture: Reachability Analysis Continuous-time systems

English-Italian Vocabulary

2

reachability raggiungibilita
controllability controllabilita
stabilizability stabilizzabilita

controllability staircase form | decomposizione canonica di raggiungibilita

Translation is obvious otherwise.
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