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 A B S T R A C T

Regenerative Life Support Systems (LSS) fulfill the essential functions for human survival in space, such 
as atmosphere revitalization, water recovery, food production, and waste management, and are crucial for 
long-term space missions where the resupply of resources from Earth is not feasible or reliable. Operating 
a regenerative LSS poses several challenges, mainly related to its complexity, efficiency, and reliability. A 
set of heterogeneous subsystems involving mechanical, chemical, biological, and energetic processes has to 
be optimally coordinated in order to meet the requirements on mass, power, crew time, safety, reliability, 
sustainability and efficiency. In this paper, we address these challenges by proposing a supervisory control layer 
based on a nonlinear and time-varying Model Predictive Control (MPC) approach. The mathematical framework 
for deriving the prediction model addresses generic regenerative LSS. The MELiSSA (Micro-Ecological Life 
Support System Alternative) project developed by the European Space Agency is used here as the test case. 
For the first time, a complete dynamical model including all the MELiSSA compartments connected on all the 
phases (solid, liquid, gas) is derived, simulated, and controlled by a supervisory MPC. The design of such a 
controller follows a large set of requirements pre-defined by the MELiSSA project. Results on a mission lasting 
14 weeks, which also includes a system failure scenario, are reported and evaluated for a specific MELiSSA 
network architecture.
1. Introduction

Environmental control and life support systems for space applica-
tions are complex systems designed to provide astronauts with the 
necessary resources, environmental conditions, and safety measures to 
support human life during space missions. These systems are crucial for 
maintaining astronaut health, comfort, and safety in the challenging 
and isolated environment of space. Future human exploration mis-
sions beyond low Earth orbit will require the provision of metabolic 
resources and the management of crew waste in partial or complete 
autonomy from Earth. This calls for regenerative and circular life 
support systems, and for robust control strategies to manage resources 
such as oxygen, water and food while ensuring the health and safety 
of astronauts (Gitelson et al., 1976; Lasseur et al., 1996; Savage et al., 
2001; Nelson et al., 2003; Audas et al., 2022).
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One of the main control challenges is the inherent complexity 
of regenerative Life Support Systems (LSS), which involves multiple 
dynamical processes with widely different timescales and demands that 
interact with each other and with the crew. At the physical system 
level, each process has its own local control goals, which are usually 
complex enough to require advanced control techniques (Binois et al., 
1994; Cornet et al., 2002; Pannico et al., 2022). Taking into account 
safety, survivability, and regeneration requirements means optimizing 
the interactions between these processes in an integrated way, building 
on a hierarchical structure with a global controller and several low-
level controllers (LLC) (Fulget et al., 1999). A global controller is 
commonly designed to meet system-wide objectives that involve the 
coordination of different subsystems, and acts as a supervisor that 
manipulates references, constraints and more generically parameters 
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Fig. 1. Hierarchical control structure for a life support system.
of the LLC. The LLC are designed on local objectives relative to the 
single subsystem operation (in our case the compartments), and are 
responsible to directly manipulate the actuators. In this work, we focus 
on the mathematical modeling and control framework for the design of 
the global controller. Many aspects must be simultaneously considered, 
such as the need to optimally operate the elements (compartments, 
storages, distributors, etc.) involved in the loop, the limited degrees of 
freedom available, the importance of storage management, and the re-
generation rate of the resources within the system. Moreover, a reliable 
supervisory control system for the regenerative LSS has to withstand 
uncertainties and disturbances, such as equipment failures, microbial 
contamination, or crew health issues. In light of the challenges that 
need to be addressed, parallels have been drawn with the control of 
islanded microgrids (Ciurans et al., 2022).

With these premises, Model Predictive Control (MPC) emerges as 
an excellent candidate to coordinate a regenerative LSS globally. MPC 
is one of the most advanced and impactful control methodologies in 
recent history (Mayne et al., 2018), and by now, it is considered a 
technology in several fields, such as the chemical industry, automotive 
or robotics, just to cite a few (Schwenzer et al., 2021; Bemporad et al., 
2018; Cimini et al., 2021). Its success is justified by the fact that it 
is a conceptually simple and universal strategy that enables optimal 
closed-loop performance of multi-input multi-output systems under 
constraints. MPC explicitly uses a dynamical model of the system to 
predict its evolution in time and derives the control law by iteratively 
solving a finite-time, constrained, optimal control problem along a 
receding horizon. The control problem is, therefore, formulated as an 
optimization one. These features perfectly fit in the context of supervi-
sory control of a complex and high-dimensional dynamical system with 
numerous and conflicting control objectives and constraints. The ability 
to handle uncertainties and failure conditions is also extremely valu-
able (Franchi et al., 2018). Additionally, the systematic and adaptable 
approach of a model-based technique proves helpful in investigating 
different configurations and ensures the sustainability and success of 
long-duration missions.

These appealing features are well-known to researchers addressing 
supervisory control of regenerative LSS, especially when it comes to the 
MELiSSA (Micro-Ecological Life Support System Alternative) loop (Cor-
net et al., 2002; Binois et al., 1994; Ciurans et al., 2022). MELiSSA is 
the leading European project on circular life support systems, led by 
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the European Space Agency. It aims to achieve the highest degree of 
autonomy in space, i.e. to produce oxygen, water, food, nitrogen and 
materials for crewed missions to deep space, where otherwise resupply 
would result in a tremendous cost (Mergeay et al., 1988; Lasseur, 
2008). The MELiSSA loop is based on six compartments connected 
by different transformation processes and constituting a closed-loop 
system. These compartments include: waste degrading and transfor-
mation bioreactors (𝑐1 and 𝑐2), three compartments concomitantly in 
charge of oxygen production, water recycling and edible microalgae 
production completed by a higher plant chamber (𝑐3, 𝑐4𝑎 and 𝑐4𝑏), and 
a compartment with human crew as a food, water and air consumer and 
producer of metabolic waste streams (𝑐5). The liquefying compartment 
𝑐1 decomposes complex wastes (non-edible parts of the plants and crew 
waste) into simple molecules by anaerobic digestion without producing 
methane. Moreover, 𝑐1 determines the fraction of organic waste that 
can be recycled in the rest of the loop. Compartment 𝑐2 converts organic 
carbon coming from 𝑐1 into carbon dioxide for further utilization 
in photosynthetic compartments 𝑐4𝑎 and 𝑐4𝑏. Ammonium and miner-
als coming from 𝑐1 are delivered to 𝑐3, the nitrifying compartment, 
where ammonium is transformed into a nitrate-rich substrate for higher 
plants and micro-algae cultivation. Since the beginning of the MELiSSA 
project, a mechanistic approach has been followed focusing on the 
modeling of all the processes involved in the loop (Poughon et al., 
1999, 2009; Poulet et al., 2020; Thiron, 2020; Dussap et al., 1993). 
Indeed, previous studies investigated advanced control approaches for 
the MELiSSA loop (Ciurans et al., 2021; Alemany et al., 2019; Ciurans 
et al., 2022). These works, however, only addressed the control of 
specific phases and a restricted set of all the subsystems involved. 
From a modeling perspective, a comprehensive review of all MELiSSA 
literature has been recently published (Vermeulen et al., 2023), and 
a stoichiometric model of the complete MELiSSA loop was developed 
to describe the static cycling of the chemical elements C, H, O, and N 
through the MELiSSA compartments.

The work presented in this paper has the ambition of first setting the 
ground for a generic modeling framework of a complete regenerative 
LSS loop, including the dynamics of all the compartments connected 
on all the phases (solid, liquid, gas). Such a mathematical framework 
is then utilized to derive a full preliminary dynamical model of the 
specific MELiSSA loop, additionally expanding the chemical setup con-
sidered (statically) in Vermeulen et al. (2023) by adding S and P 
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chemical elements. A supervisory MPC controller is then elaborated 
and designed, following all the safety, survivability, recycling, and 
efficiency requirements of the interconnected system, and providing 
for the first time both a complete dynamical simulation model of the 
MELiSSA network as well as a supervisory control that is fully aware of 
all the compartments and phases. The developed closed-loop system is 
successfully tested in simulation over several scenarios, including also 
system failures. The results obtained from this closed-loop simulation 
are very useful not only in the actual design of a supervisory controller 
but also for rapidly investigating different network architectures and 
requirements.

The paper is organized as follows: Section 2 introduces the general 
framework to derive a dynamical model of a regenerative LSS. Section 3 
describes the MELiSSA loop and Section 4 the changes adopted to 
apply the general framework to MELiSSA. Section 5 defines the control 
requirements and the MPC controller formulation. Simulation results 
are presented and discussed in Section 6. Finally, concluding remarks 
are given in Section 7.

2. Mathematical framework for circular life support system mod-
eling

The cornerstone towards mass adoption of advanced control de-
signs, such as MPC, in the context of circular LSS is a systematic 
procedure to develop control-oriented models that are simple enough 
to be included in a real-time controller but capture at the same time the 
dynamics necessary to evaluate safety, recovery, and efficiency metrics. 
In this section, we propose a rather generic framework for deriving 
such control-oriented models in the context of flow management for 
a regenerative LSS. The model will include the chemical transforma-
tions of solids, liquids, and gases that occur at different stages of the 
regenerative LSS, the storage of such components, and their flow across 
the network. We first define the main components that characterize the 
regenerative LSS:

• compartments refer to the division of network functionalities into 
separate transformation processes;

• storages collect the supplies (e.g., food and water) and the waste 
produced onboard;

• distributors are actuators for the supervisory control that man-
age the movement of some chemical components from multiple 
sources to multiple end consumers;

• flow connections determine the network architecture, that is, how 
chemical components can flow among all the aforementioned 
elements.

• buffer tanks are special storages/sinks of specific chemical compo-
nents meant to guarantee proper operation of the compartments’ 
transformation processes by making up for the lack/excess of such 
components’ availability in the circular system. Buffer tanks are 
mainly intended for investigating different architectures and their 
usage should be minimized.

Physical phenomena, such as energy and thermodynamics, are not 
considered here for several reasons: (𝑖) the main requirements of the 
regenerative LSS can be expressed just in terms of chemical elements 
conservation, e.g. stoichiometry, (𝑖𝑖) the most relevant biological or 
chemical conversion kinetics are sufficient for a preliminary assessment 
of the LSS circularity and recycling capabilities, as well as the investi-
gation of different network architectures and the sizing of each network 
element, (𝑖𝑖𝑖) the readiness level of the compartments’ mechanistic 
models can be heterogeneous, (𝑖𝑣) the physical transformation unit and 
its low-level control, see Fig.  1, can be expressed with a stoichiometric 
model assuming optimality of operation.

We then aim at deriving a global model in the form: 
d𝑥(𝑡)

= 𝑓 (𝑥(𝑡), 𝑢(𝑡), 𝜃(𝑡)) (1)

d𝑡 𝑥
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where 𝑥(𝑡) ∈ R𝑛𝑥  are the system states, 𝑢(𝑡) ∈ R𝑛𝑢  are the controlled 
inputs or manipulated variables, 𝜃(𝑡) ∈ R𝑛𝜃  are the exogenous parame-
ters that affect the system dynamics, and 𝑓𝑥(⋅) is a nonlinear function. 
The model is presented in its state-only form, because there is not yet 
an interest into defining measurements that will be available in the real 
system. As the research progresses, output equations will be considered. 
The framework is likely to be used in contexts where the maturity of 
the research on the internal dynamics of compartments is possibly at 
an early stage, and so is the network architecture; therefore, our main 
focus is the modularity and flexibility of the formulation. In Section 4, 
we will then utilize the tools presented here to derive the mathematical 
model of one of the LSS architectures investigated in the MELiSSA loop. 
Denoting by  the set of network elements, each 𝑒th element, 𝑒 ∈  , is 
defined by the following state vector: 

𝑥𝑒(𝑡) =

[

𝛷̃𝑒(𝑡)
𝑉𝑒(𝑡)

]

=

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

𝜎𝑒(𝑡)
𝜆𝑒(𝑡)
𝛾̃𝑒(𝑡)
𝑠𝑒(𝑡)
𝓁𝑒(𝑡)
𝑔𝑒(𝑡)

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

, ∀𝑒 ∈  . (2)

Unless differently specified, from now on, subscript 𝑒 will denote a 
quantity that can be extended to all elements in  of the network. The 
overall state vector of the system is 𝑥(𝑡) = (𝑥𝑒(𝑡))𝑒∈ . We denote by 
𝑛  the cardinality of  . Let 𝑛𝑠, 𝑛𝓁 , and 𝑛𝑔 be the number of chemical 
components considered by the model in the solid, liquid, and gas 
phases, respectively, and 𝑚 = 𝑛𝑠 + 𝑛𝓁 + 𝑛𝑔 . Then in (2) we have that:

• 𝛷̃𝑒(𝑡) ∈ R𝑚
≥0 is the collection of flows (mol∕h) resulting from the 

chemical reactions happening in network element 𝑒, particular-
ized such that 𝜎̃𝑒(𝑡) ∈ R𝑛𝑠

≥0, 𝜆̃𝑒(𝑡) ∈ R𝑛𝓁
≥0, and 𝛾̃𝑒(𝑡) ∈ R𝑛𝑔

≥0 collect the 
flows of the solids, liquids, and gases, respectively.

• 𝑉𝑒(𝑡) ∈ R𝑚
≥0 is the collection of chemical components’ volumes 

(mol) in the network element 𝑒, with 𝑠𝑒(𝑡) ∈ R𝑛𝑠
≥0, 𝓁𝑒(𝑡) ∈ R𝑛𝓁

≥0, and 
𝑔𝑒(𝑡) ∈ R𝑛𝑔

≥0 collecting the volumes of the solids, liquids, and gases, 
respectively.

In other words, 𝛷̃𝑒(𝑡) captures the dynamics relative to the chemical 
transformations and 𝑉𝑒(𝑡) the accumulation of the so-produced matter. 
It is worth noticing that liquid flows and volumes may also contain dis-
solved gas components and that the sets of cardinality 𝑛𝑠, 𝑛𝓁 and 𝑛𝑔 are 
composed by the worst-case collection of all the chemical components 
that flow in the network.

We also introduce the following notation regarding flow manipu-
lation. Given a flow 𝑧 ∈ R𝑛 and a chemical component 𝜒 , dropping 
here the time 𝑡, the network element 𝑒 and the phase for simplicity, we 
denote by 𝑖𝑧,𝜒  the index of component 𝜒 in array 𝑧, and by 𝑦 = 𝜒{𝑧}
a flow 𝑦 ∈ R𝑛 in the same phase as 𝑧, resulting from a 0-valued mask 
applied on all other chemical components of this flow other than 𝜒 , 
i.e. 𝑦𝑖𝑧,𝜒 = 𝑧𝑖𝑧,𝜒  and 𝑦𝑗 = 0, ∀𝑗 ∈ {1,… , 𝑛}, 𝑗 ≠ 𝑖𝑧,𝜒 . We instead indicate 
with 𝑦 = 𝑧|𝜒=0 the complementary flow 𝑦 ∈ R𝑛, in the same phase as 
𝑧, and such that 𝑦𝑖𝑧,𝜒 = 0 and 𝑦𝑗 = 𝑧𝑗 , ∀𝑗 ∈ {1,… , 𝑛}, 𝑗 ≠ 𝑖𝑧,𝜒 . It follows 
that 𝜒{𝑧} + 𝑧|𝜒=0 ≡ 𝑧 holds. The quantity 𝑧[𝜒] ≜ 𝑧𝑖𝑧,𝜒  denotes instead 
the scalar value of 𝜒 in 𝑧. Moreover, if 𝑧 is a liquid flow/volume, then 
the notation 𝑧𝓁 ∈ R𝑛𝓁  and 𝑧𝑔 ∈ R𝑛𝑔  indicate two liquid flow/volume 
arrays where all the dissolved gases for the former, and the liquids 
for the second, have been zeroed, and such that 𝑧𝓁 + 𝑧𝑔 ≡ 𝑧. Given 
a generic array 𝑥 ∈ R𝑛 we define the normalization function 𝜋(⋅) as 
𝜋(𝑥) ≡ 𝑥∕‖𝑥‖1.

Analogously to (2), we also introduce the concept of output flows
(mol∕h): 

𝛷𝑒(𝑡) =
⎡

⎢

⎢

𝜎𝑒(𝑡)
𝜆𝑒(𝑡)

⎤

⎥

⎥

(3)

⎣𝛾𝑒(𝑡)⎦
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Fig. 2. Diagram of the 𝑗th distributor operation, which is controlled by the manipu-
lated variable 𝑑𝑗 ∈ [0, 1].

where 𝛷𝑒(𝑡) ∈ R𝑚
≥0 and its components 𝜎𝑒(𝑡) ∈ R𝑛𝑠

≥0, 𝜆𝑒(𝑡) ∈ R𝑛𝓁
≥0, 

and 𝛾𝑒(𝑡) ∈ R𝑛𝑔
≥0 collect the flows in the solid, liquid, and gas phase 

respectively, representing the matter that leaves network element 𝑒.
Typically, the dynamics that involve directly 𝛷𝑒(𝑡), for instance, a 

valve’s opening delay, are much faster than the chemical reactions that 
take place in the system; we will adopt this assumption in the rest 
of the paper, although the mathematical framework presented here is 
general enough to account for the cases in which such phenomena are 
not negligible. In fact, in such cases, it would be enough to include 𝛷𝑒(𝑡)
in the states’ array (2). In order to allow this flexibility and ease the 
notation, the output flows (3) will be nonetheless used as intermediate 
variables defining the relations at the flow-management level.

A circular system is open to different minimal dynamical state 
representations. Output flows play a crucial role because (𝑖) they are 
more likely to be in the three phases of the matter for each compart-
ment (being the final product of chemical transformations), (𝑖𝑖) for 
those elements where volumetric dynamics are not explicitly modeled, 
the output flows correspond to the direct output of the chemical 
transformations, which translates into: 
𝜎𝑒(𝑡) = 𝜎̃𝑒(𝑡) if 𝑠̇𝑒(𝑡) ≡ 0 (4a)

𝜆𝑒(𝑡) = 𝜆̃𝑒(𝑡) if 𝓁̇𝑒(𝑡) ≡ 0 (4b)

𝛾𝑒(𝑡) = 𝛾̃𝑒(𝑡) if 𝑔̇𝑒(𝑡) ≡ 0. (4c)

We indicate by 𝑢(𝑡) ∈ R𝑛𝑢  the set of variables manipulated by the 
controller, and we distinguish among different categories. The activity
of the 𝑒th network element, namely 𝜉𝑒(𝑡), is intended as a scalar that 
can modulate, possibly in a nonlinear fashion, its production/transfor-
mation rate. It is scalar because each compartment, or network element, 
is characterized by a single stoichiometry but has the flexibility to be 
either a direct manipulation of physical parameters or a time-varying 
set-point to the LLC. At the flow management level, we have instead
distributors, manipulated flows, and buffer tanks. The distributors are 
network elements that collect flows coming from multiple sources but 
strictly at the same chemical phase and route them to two destina-
tions/consumers according to a manipulated ratio. Let 𝑑𝑗 ∈ [0, 1] be 
the manipulated ratio of the 𝑗th distributor, 𝜁𝑖,𝑗 for 𝑖 ∈ {1,… , 𝑛𝜁𝑗 }, 
𝑛𝜁𝑗 > 0, the incoming flows, and 𝛿𝑗 =

∑
𝑛𝜁𝑗
𝑖=1 𝜁𝑖,𝑗 ; then the distributor will 

route a flow of 𝑑𝑗𝛿𝑗 to the first destination, and (1−𝑑𝑗 )𝛿𝑗 to the second 
one. This behavior is summarized in Fig.  2. We note that more complex 
distribution strategies, which may involve more than two destinations, 
can be easily implemented with a cascade of distributors, introducing 
a manipulated variable for each additional distributed flow.

The manipulated flows are scalars that control the output flows of 
components’ mixture in the same phase when the conditions in (4) 
do not hold, which means that the target element exhibits internal 
modeled volumes. Let 𝜅𝜎

𝑒 (𝑡), 𝜅
𝜆
𝑒 (𝑡), 𝜅

𝛾
𝑒 (𝑡) ∈ R be the manipulated flows 

for solids, liquids, and gases, respectively; then we have: 
𝜎𝑒(𝑡) = 𝜅𝜎

𝑒 (𝑡)𝜋(𝑠𝑒(𝑡)) if 𝑠̇𝑒(𝑡) ≢ 0 (5a)

𝜆𝑒(𝑡) = 𝜅𝜆
𝑒 (𝑡)𝜋(𝓁𝑒(𝑡)) if 𝓁̇𝑒(𝑡) ≢ 0 (5b)

𝛾 (𝑡) = 𝜅𝛾 (𝑡)𝜋(𝑔 (𝑡)) if 𝑔̇ (𝑡) ≢ 0 (5c)
𝑒 𝑒 𝑒 𝑒

108 
with 𝜋(𝑠𝑒(𝑡)), 𝜋(𝓁𝑒(𝑡)) and 𝜋(𝑔𝑒(𝑡)) the normalized composition of the 
total solid, liquid, and gas volumes. We note that (4) and (5) completely 
characterize the output flows’ intermediate variables.

We now have all the ingredients to capture the mass flow dynamics 
of each network element 𝑒 ∈  by the following dynamical model: 
⎡

⎢

⎢

⎢

⎣

𝜎𝜐𝑒 (𝑡)

𝜆𝜐𝑒(𝑡)

𝛾𝜐𝑒 (𝑡)

⎤

⎥

⎥

⎥

⎦

= 𝜐𝑒

⎛

⎜

⎜

⎜

⎝

⎡

⎢

⎢

⎢

⎣

𝜎𝜂𝑒 (𝑡)

𝜆𝜂𝑒 (𝑡)

𝛾𝜂𝑒 (𝑡)

⎤

⎥

⎥

⎥

⎦

, 𝜉𝑒(𝑡)

⎞

⎟

⎟

⎟

⎠

(6a)

𝜏𝑠𝑒
d𝜎̃𝑒(𝑡)
d𝑡

= 𝜎𝜐𝑒 (𝑡) − 𝜎̃𝑒(𝑡) (6b)

𝜏𝓁𝑒
d𝜆̃𝑒(𝑡)
d𝑡

= 𝜆𝜐𝑒(𝑡) − 𝜆̃𝑒(𝑡) (6c)

𝜏𝑔𝑒
d𝛾̃𝑒(𝑡)
d𝑡

= 𝛾𝜐𝑒 (𝑡) − 𝛾̃𝑒(𝑡) (6d)

where 𝜐𝑒(⋅) is the stoichiometry describing the chemical transformations 
in the three phases that take place in the compartment, 𝜎𝜂𝑒 (𝑡) ∈ R𝑛𝑠 , 
𝜆𝜂𝑒 (𝑡) ∈ R𝑛𝓁 , 𝛾𝜂𝑒 (𝑡) ∈ R𝑛𝑔  the mass flows being transformed by 𝜐𝑒(⋅), and 
𝜎𝜐𝑒 (𝑡) ∈ R𝑛𝑠 , 𝜆𝜐𝑒(𝑡) ∈ R𝑛𝓁 , 𝛾𝜐𝑒 (𝑡) ∈ R𝑛𝑔  the result of such transformation, 
and 𝜏𝑠𝑒 , 𝜏𝓁𝑒 , and 𝜏𝑔𝑒 ∈ R the solid, liquid, and gas time constants relative 
to the transformation/residency time. We remark that stoichiometries 
are widely adopted building blocks to represent chemical or biological 
transformations (Begon and Townsend, 2021).

The model in (6) describes the dynamics of 𝛷̃𝑒(𝑡) in (2). Note that 
the manipulated variable 𝜉𝑒(𝑡) in (6a) might be not defined for all the 
network elements.

To derive the expression for 𝜎𝜂𝑒 (𝑡), 𝜆𝜂𝑒 (𝑡), 𝛾𝜂𝑒 (𝑡) we need to introduce 
𝜇𝜎
𝑒 (𝑡), 𝜇𝜆

𝑒 (𝑡), 𝜇𝛾
𝑒 (𝑡) ∈ R which are scalar quantities close in spirit with 

the 𝜅’s in (5), that can be interpreted as induced flows originating by 
the needs of living beings in 𝑒. Due to their nature, the controller has 
however no authority on them, contrarily to 𝜅’s, and they are a function 
of 𝜃(𝑡) and, possibly, 𝑥(𝑡). Let 𝜎𝜄𝑒(𝑡) ∈ R𝑛𝑠 , 𝜆𝜄𝑒(𝑡) ∈ R𝑛𝓁 , 𝛾 𝜄𝑒(𝑡) ∈ R𝑛𝑔  be its 
input flows of network element 𝑒, than we can write: 

𝜎𝜂𝑒 (𝑡) =

⎧

⎪

⎨

⎪

⎩

𝜇𝜎
𝑒 (𝑡)𝜋(𝑠𝑒(𝑡)) if 𝑠̇𝑒(𝑡) ≢ 0

𝜎𝜄𝑒(𝑡) otherwise
(7a)

𝜆𝜂𝑒 (𝑡) =

⎧

⎪

⎨

⎪

⎩

𝜇𝜆
𝑒 (𝑡)𝜋(𝓁𝑒(𝑡)) if 𝓁̇𝑒(𝑡) ≢ 0

𝜆𝜄𝑒(𝑡) otherwise
(7b)

𝛾𝜂𝑒 (𝑡) =

⎧

⎪

⎨

⎪

⎩

𝜇𝛾
𝑒 (𝑡)𝜋(𝑔𝑒(𝑡)) if 𝑔̇𝑒(𝑡) ≢ 0

𝛾 𝜄𝑒(𝑡) otherwise.
(7c)

For ease of notation, let us compactly define 

𝛷𝜐
𝑒(𝑡) =

[

𝜎𝜐𝑒
⊺(𝑡) 𝜆𝜐𝑒

⊺(𝑡) 𝛾𝜐𝑒
⊺(𝑡)

]⊺ (8a)

𝛷𝜄
𝑒(𝑡) =

[

𝜎𝜄𝑒
⊺(𝑡) 𝜆𝜄𝑒

⊺(𝑡) 𝛾 𝜄𝑒
⊺(𝑡)

]⊺ . (8b)

Lastly, in order to preserve network stability, guarantee robustness 
against system failures, and more generically conduct research on dif-
ferent architectures, the regenerative LSS is equipped with buffer tanks 
of specific chemical components. They can be added or removed at 
prescribed injection points, and clearly each single component at each 
single injection point represents an independent manipulated variable 
for the global controller to actuate. We introduce the notation ⟨𝜒⟩𝑒⃗(𝑡) ∈
R for an additive scalar flow (mol∕h) of the chemical component 𝜒 in 
the input flows of element 𝑒 ∈  . The collection of all the additive 
scalar flows in a specific phase is identified by 𝜎𝑒(𝑡) ∈ R𝑛𝑠 , 𝜆𝑒(𝑡) ∈ R𝑛𝓁 , 
𝛾𝑒(𝑡) ∈ R𝑛𝑔 . For instance, if we enrich an existing network element 𝑒
with the set of chemical elements {𝜒1,… , 𝜒𝑛𝑎} in the gas phase, let 
 = {𝑖 𝜄 | 𝑗 ∈ 1,… , 𝑛 }, we have that 𝛾 𝜄 (𝑡) = 𝑧(𝑡) + 𝛾 (𝑡) with 𝑧 ∈ R
𝛾𝑒 ,𝑗 𝑎 𝑒 𝑒⃗ ≥0
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Fig. 3. Concept of the MELiSSA loop: the compartmentalized network.
a flow coming from other elements of the network, and 

𝛾𝑒,𝑗 (𝑡) =

⎧

⎪

⎨

⎪

⎩

max(-𝑧𝑗 (𝑡), ⟨𝜒𝑗⟩𝑒⃗(𝑡)) if 𝑔̇(𝑡) ≡ 0

max(-𝑔𝑗 (𝑡), ⟨𝜒𝑗⟩𝑒⃗(𝑡)) if 𝑔̇(𝑡) ≢ 0
, ∀𝑗 ∈  (9a)

𝛾𝑒,𝑘(𝑡) = 0, ∀𝑘 ∈ {1,… , 𝑛𝑔} ⧵ . (9b)

Please note that the flow in (9) can also be negative, allowing the 
same manipulated variable to jointly encompass the operation of two 
separate actuators, a supply tank and a chemical component extraction 
(e.g., a CO2 capturing device). The ‘‘max’’ operators ensure the posi-
tiveness of volumes and flows that are arguments of a stoichiometry.

We finally provide a generic formulation for 𝑉𝑒(𝑡) in (2). By putting 
together the notions of output flows (5), compartment mass flow dy-
namics (6), and additive flows (9), we can derive: 
d𝑠𝑒(𝑡)
d𝑡

= −𝜎𝑒(𝑡) − 𝜎𝜂𝑒 (𝑡) + 𝜎̃𝑒(𝑡) + 𝜎𝜄𝑒(𝑡) (10a)

d𝓁𝑒(𝑡)
d𝑡

= −𝜆𝑒(𝑡) − 𝜆𝜂𝑒 (𝑡) + 𝜆̃𝑒(𝑡) + 𝜆𝜄𝑒(𝑡) (10b)

d𝑔𝑒(𝑡)
d𝑡

= −𝛾𝑒(𝑡) − 𝛾𝜂𝑒 (𝑡) + 𝛾̃𝑒(𝑡) + 𝛾 𝜄𝑒(𝑡). (10c)

Depending on the specific network element, some components of (10) 
can be null by definition. Take for simplicity the solid volume of 
network element 𝑒1. If we assume no matter transformation takes place 
in 𝑒1, which is a common assumption for storages, then 𝜎𝜂𝑒1 (𝑡) and 𝜎̃𝑒1 (𝑡)
can be removed from the dynamical expression. Similarly, if 𝑒1 does not 
distribute any matter to the rest of the network (e.g. a non-recyclable 
waste storage) or does not receive any matter from the rest of the 
network (e.g. a storage that is never refilled), then 𝜎𝑒1 (𝑡) and 𝜎𝜄𝑒1 (𝑡) can 
be respectively removed.
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3. MELiSSA loop

As anticipated in Section 1, MELiSSA (Micro-Ecological Life Support 
System Alternative) is the leading project on advanced circular life 
support systems led by the European Space Agency, to support future 
crewed missions to deep space (MELiSSA Foundation). The driving 
element of MELiSSA is the recovery of food, water, oxygen, nitrogen 
and materials from organic waste, carbon dioxide, and minerals, using 
light as a source of energy to promote biological photosynthesis and 
with the objective of minimizing extra resources and buffers. It is 
inspired from a terrestrial lake ecosystem where waste products are 
processed using the metabolism of higher plants and micro-organisms, 
which in return provide food, air revitalization, and water purification. 
Thus, it represents a sustainable and environmentally friendly approach 
to life support systems for space missions, often referred to as functional 
ecology.

More in detail, the MELiSSA loop is a circular and regenerative 
LLS consisting of six interconnected compartments that serve differ-
ent functions (Hendrickx and Mergeay, 2007). In the most up-to-date 
MELiSSA loop concept, shown in Fig.  3, 𝑐1 is the thermophilic anaerobic 
compartment which starts the breakdown of waste from the rest of the 
loop; 𝑐2 is a microbial electrolysis cell which further processes waste 
from 𝑐1 converting them into useful byproducts; 𝑐3 is the nitrifying 
compartment which recovers water and nutrient from crew urine for 
higher plants and microalgae; 𝑐4𝑎 and 𝑐4𝑏 are the microalgae and 
higher plants compartments which utilize nutrients, water and CO2
produced in previous compartments to grow and produce oxygen, food 
and recover water thanks to plant transpiration; and 𝑐5 is the crew 
compartment consuming resources and generating waste to feed 𝑐1, 
thus closing the life support loop.

This compartmentalized structure is translated into a network struc-
ture (Fig.  4) to apply an engineering approach for the system de-
velopment and to build a deterministic control strategy. The picture 
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Fig. 4. Network structure for the MELiSSA loop highlighting the system compartments, storages, buffer tanks and their interconnections. Solid lines represent flows of resources 
for the crew, and dashed lines represent instead flows of waste. With colors we distinguish the different phases of the matter. Waste that cannot be recycled is represented by 
flows into the waste storage.
highlights the main elements of the loop and their exchanges in terms 
of gas, liquid, and solid flows. Each of the six compartments in this 
network should be represented by mechanistic models to apply a 
deterministic control strategy, but not all the models are currently 
at the same level of development (Vermeulen et al., 2023). Previous 
studies investigating advanced control approaches for the MELiSSA 
loop only focused on a portion of the network, for which advanced 
mechanistic models are available (Alemany et al., 2019; Ciurans et al., 
2022). Since this work has the ambition of analyzing the complete
MELiSSA loop, i.e., including all the compartments connected on all the 
phases (solid, liquid, and gas), a different approach must be followed. 
Hence, similarly to the work described in Thiron (2020) and Vermeulen 
et al. (2023), each compartment will be represented by one or more 
stoichiometric equations and a simple dynamical model.

The list of chemical components considered for each phase, which 
is the same for each network element (Thiron, 2020), is summarized in 
Table  1, along with their ‘‘CHONSP’’ compositions, i.e. their composi-
tions in terms of Carbon (C), Hydrogen (H), Oxygen(O), Nitrogen (N), 
Phosphorus (P) and Sulfur (S). The stoichiometric equations that fully 
define 𝜐𝑒(⋅) in (6a) for each compartment are reported in the following 
sections.

3.1. Compartment 𝑐1

There are four steps in the degradation occurring in 𝑐1:

1. The urea flowing into 𝑐1 is degraded according to Eq.  (11a);
2. The organic matter flowing into 𝑐1 is split in two parts: the 
matter to be degraded (𝑑𝑒𝑔 𝑚𝑎𝑡𝑡𝑒𝑟) and the rest. Only a fixed 
percentage of the matter, set as a parameter, is degraded;
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3. The composition of the matter to be degraded is fixed to
CH1.8O0.5N0.07 (Thiron, 2020). The composition of the rest of 
the organic matter, i.e. 𝑐1 𝑤𝑎𝑠𝑡𝑒, is calculated in order to keep 
the CHONSP balance and it is sent directly to the waste storage;

4. The matter to be degraded is transformed as described in
Eq.  (11b).

CH4ON2 +H2O→ CO2 + 2 NH3 (11a)
𝑑𝑒𝑔 𝑚𝑎𝑡𝑡𝑒𝑟 + 0.1902 H2O→ 0.139 C2H4O2
+0.0159 C3H6O2 + 0.1114 C4H8O2 + 0.003 C6H12O2
+0.0488 CO2 + 0.0341 H2 + 0.07 NH3 + 𝑐1 𝑤𝑎𝑠𝑡𝑒 (11b)

3.2. Compartment 𝑐2

This compartment is responsible for the elimination of the terminal 
products of compartment 𝑐1, according to the following equations: 

0.5 C2H4O2 + 0.852 H2O + 0.018 NH3
→ 0.1 𝑐2 𝑏𝑖𝑜𝑚𝑎𝑠𝑠 + 0.9 CO2 + 1.7915 H2 (12a)
0.33 C3H6O2 + 1.185 H2O + 0.018 NH3
→ 0.1 𝑐2 𝑏𝑖𝑜𝑚𝑎𝑠𝑠 + 0.9 CO2 + 2.125 H2 (12b)
0.25 C4H8O2 + 1.352 H2O + 0.018 NH3
→ 0.1 𝑐2 𝑏𝑖𝑜𝑚𝑎𝑠𝑠 + 0.9 CO2 + 2.2915 H2 (12c)
0.167 C6H12O2 + 1.815 H2O + 0.018 NH3
→ 0.1 𝑐 𝑏𝑖𝑜𝑚𝑎𝑠𝑠 + 0.9 CO + 2.458 H (12d)
2 2 2
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Table 1
List of chemical components with their phase and composition. In ‘‘phase’’ column, ‘‘S’’ stands for Solids, ‘‘L’’ for liquids and ‘‘G’’ for gases.
 Component Phase C H O N S P  
 Proteins S 1 1.5537 0.3104 0.2594 0.005  
 Lipids S 1 1.83 0.13  
 Carbohydrates S 1 1.75 0.9  
 Nucleic acids S 1 1.27 0.7 0.39  
 EPS S 1 1.65 0.95  
 Fibers S 1 1.65 0.82  
 C1 biomass S 1 1.64 0.52 0.16  
 C2 biomass S 1 1.75 0.52 0.18  
 C3 biomass S 1 1.6097 0.3777 0.2107 0.0041 0.0136 
 C4b NEP S 1 1.43 0.62 0.017 0.007  
 Water L 2 1  
 Urea L 1 4 1 2  
 Ammonia L 3 1  
 Nitrite L 1 2 1  
 Nitrate L 1 3 1  
 Sulfuric acid L 2 4 1  
 Phosphoric acid L 3 4 1  
 Ethanol L 2 6 1  
 Acetate L 2 4 2  
 Propionate L 3 6 2  
 Butyrate L 4 8 2  
 Valerate L 5 10 2  
 Caproate L 6 12 2  
 Dioxygen G & L 2  
 Carbon dioxide G & L 1 2  
 Dinitrogen G & L 2  
 Dihydrogen G & L 2  
 Methane G & L 1 4  
3.3. Compartment 𝑐3

The nitrifying compartment’s main function is to cycle ammonia 
evolved from waste to nitrates, which is the most favorable source of 
nitrogen for higher plants: 
17.6726 NH3 + 25.1141 O2 + CO2

+ 0.0041 H2SO4 + 0.00136 H3PO4

→ 17.4619 HNO2 + 16.9976 H2O + 𝑐3 𝑏𝑖𝑜𝑚𝑎𝑠𝑠 (13a)
0.2107 NH3 + 36.8247 HNO2 + 17.3337 O2 + CO2

+ 0.0041 H2SO4 + 0.00136 H3PO4 + 0.4643 H2O

→ 36.8247 HNO3 + 𝑐3 𝑏𝑖𝑜𝑚𝑎𝑠𝑠 (13b)

3.4. Compartment 𝑐4𝑎

Two equations are considered in this compartment for the oxygen 
and spirulina production. Stoichiometric coefficients are not fixed and 
are recalculated at each iteration according to the spirulina composi-
tion, which is as well recalculated at each iteration as a function of the 
light intensity: 
CO2 + 𝑎 HNO3 + 𝑏 H2SO4 + 𝑐 H3PO4

→ 𝑑 𝑠𝑝𝑖𝑟𝑢𝑙𝑖𝑛𝑎 + 𝑒 O2 + 𝑓 H2O (14a)
CO2 + 𝑎 NH3 + 𝑏 H2SO4 + 𝑐 H3PO4

→ 𝑑 𝑠𝑝𝑖𝑟𝑢𝑙𝑖𝑛𝑎 + 𝑒 O2 + 𝑓 H2O (14b)

3.5. Compartment 𝑐4𝑏

Two equations are considered in this compartment for oxygen pro-
duction and plant growth. Stoichiometric coefficients are not fixed and 
are calculated according to the composition of the edible part and non 
edible part of the plants, respectively EP and NEP: 
CO2 + 𝑎 HNO3 + 𝑏 H2SO4 + 𝑐 H2O

→ 𝑑 EP + 𝑒 NEP + 𝑓 O (15a)
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CO2 + 𝑎 NH3 + 𝑏 H2SO4 + 𝑐 H2O

→ 𝑑 EP + 𝑒 NEP + 𝑓 O2 (15b)

3.6. Compartment 𝑐5

The stoichiometric coefficients of the crew compartment equation 
are not fixed and are recalculated at each iteration according to the 
composition of the input food: 

𝑎 𝑓𝑜𝑜𝑑 + 𝑏 O2 → 𝑐 CO2 + 𝑑 CH4ON2 + 𝑒 𝑓𝑎𝑒𝑐𝑒𝑠

+ 𝑓 H2O + 𝑔 H2SO4 + ℎ H3PO4 + 𝑖 NH3 + 𝑙 H2 + 𝑚 CH4 (16a)

4. Regenerative LSS network architecture

We make use of the building blocks introduced in Section 2 to 
derive the global model (1) of one of the regenerative LSS network 
architectures analyzed in the MELiSSA project, which is depicted in Fig. 
4. From now on, we will address as elements only the architectural items 
of Fig.  4 that, for the specific formulation here presented, require ex-
plicit model states, and which are  = {𝑐1, 𝑐2, 𝑐3, 𝑐4a, 𝑐4b, 𝑐5, 𝑞, ℎ} with 
𝑐1 the thermophilic anaerobic bioreactor, 𝑐2 the microbial electrolysis 
cell, 𝑐3 the nitrifying bioreactor, 𝑐4𝑎 the microalgae photobioreactor, 
𝑐4𝑏 the higher plants compartment, 𝑐5 the crew, 𝑞 and ℎ representing 
the food and water storage, respectively. The waste storage gathers all 
the waste that the system cannot recycle, but it does not need to be 
explicitly modeled as a network element because the controller tasks 
can be tackled by the sole regulation of the flows that would contribute 
to its filling. The list of chemical components considered for each phase 
is summarized in Table  1, and they are the same for each network 
element (Thiron, 2020). It follows that 𝑛𝑠 = 10, 𝑛𝓁 = 18 and 𝑛𝑔 = 5, 
∀𝑒 ∈  . We define 𝑚𝑠 ∈ R𝑛𝑠

>0, 𝑚𝓁 ∈ R𝑛𝓁
>0 and 𝑚𝑔 ∈ R𝑛𝑔

>0 the molar 
masses (g∕mol) of the corresponding solid, liquid, and gas components. 
We instead refer to 𝑚[𝜒] as the molar mass of 𝜒 . Lastly, let us define 
𝑙food ∈ R6

≥0 as the list of the first six solid elements in Table  1, and 
representing the array of ‘‘food’’, namely the edible components of the 
solid phase.
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4.1. Modeling ingredients

We first introduce the time-varying vector 𝜃(𝑡) model parameters 
because the definition of some flow connections will depend on them: 

𝜃(𝑡) =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

𝑓 (𝑡)

(𝑡)

⟨H2O⟩c.(𝑡)

⟨O2⟩c.(𝑡)

⟨CO2⟩p.(𝑡)

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

(17)

where:

• 𝑓 (𝑡) ∈ R>0 is the flow (g∕d) of dry mass of food needed by the 
crew,

• (𝑡) ∈ R6
≥0 is the prescribed optimal diet for the crew, expressed 

as 

(𝑡) =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

proteins(𝑡)

lipids(𝑡)

carbohydrates(𝑡)

nucleic(𝑡)

eps(𝑡)

fibers(𝑡)

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

(18)

where 𝜒 (𝑡) represents the normalized ratio of the solid com-
ponent 𝜒 in the diet of the crew, and such that ‖(𝑡)‖1 =
1,

• ⟨H2O⟩c.(𝑡) represents the flow (g∕d) of drinkable water needed by 
the crew,

• ⟨O2⟩c.(𝑡) the flow (g∕d) of oxygen needed by the crew in the cabin,
• ⟨CO2⟩p.(𝑡) the flow (g∕d) of CO2 needed by the higher plants that 
are being cultivated in 𝑐4𝑏 compartment.

The parameters are time-varying to allow the simulation of different 
crew activities, diets, and biomass growth.

In the network, there are five distributors, which translates into 
the manipulated variables 𝑑𝑗 , with 𝑗 = 1,… , 5, whose input flows are 
designed according to Fig.  2 as in the following equations (we have 
dropped the dependence from 𝑡 for simplicity): 

𝛿1 = 𝜎𝑐2+𝜎𝑐3+(𝜎𝑐4a−𝑓𝑠◦
1

24𝑚𝑠
)+NEP(𝜎𝑐4b )+𝜎𝑐5 (19a)

𝛿2 = 𝛾𝑐1 |H2=0+𝛾𝑐2 |H2=0+𝜆
𝑔
𝑐4a

+𝜆𝑔𝑐4b+𝛾𝑐3 + 𝛾𝑐5 (19b)

𝛿3 = 𝜆𝑐3 (19c)

𝛿4 = 𝛾𝑐4a+𝛾𝑐4b (19d)

𝛿5 = 𝜎𝑐4a (19e)

where ‘‘◦’’ indicates the Hadamard product, NEP stands for the non-
edible plant parts according to Table  1, 𝑓𝑠(𝑡) is the flow (g∕d) of 
spirulina, in solid phase, that is being eaten by the crew. Clearly, 
𝑓𝑠◦(1∕(24𝑚𝑠)) = 𝑑5(𝑡)𝜎4𝑎(𝑡) holds true, and 𝑓𝑠,[𝜒](𝑡) = 0, ∀𝜒 ∉ 𝑙food, ∀𝑡 >
𝑡0, being 𝑡0 the initial time. 

Remark 4.1.  The quantity 𝜎𝑐4a (𝑡) corresponds to the flow of spirulina 
biomass grown in the microalgae photobioreactor, but there exist safety 
limits to its consumption by the crew, explained in the requirements 
section, and therefore it is compulsory to introduce 𝑓𝑠. Distributor 𝑑1
splits the non-edible solids produced by the different compartments 
between 𝑐1 and the waste storage. Air that is rich in CO2 and the liquids 
produced by the nitrification stage are split between the microalgae 
photobioreactor and higher plant compartments by means of 𝑑2 and 𝑑3, 
respectively. The term 𝑑4 hands out air that is rich in O2, and therefore 
collected from 𝑐4𝑎 and 𝑐4𝑏, to 𝑐5 (the crew) and 𝑐3. The term 𝑑5 supplies 
the crew with the needed spirulina biomass and routes the rest to 𝑑 .
1
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4.2. Complete dynamics of the selected architecture

The model in (6) generalizes the output flow-model of the com-
partments. Table  2 collects the time-constants for each phase and 
compartment combination. Each output flow-model is then uniquely 
defined in terms of the input flows 𝜎𝜄𝑒(𝑡), 𝜆𝜄𝑒(𝑡), 𝛾 𝜄𝑒(𝑡). For each element, 
they are determined by a nonlinear function of manipulated variables 
and output flows of other network elements, which we derive later on. 
We start by exposing some features of the examined network:

• 𝜉4𝑎(𝑡), 𝜉4𝑏(𝑡) ∈ [0, 100] are the only activities that are being consid-
ered, and they can be interpreted as an actuator on the average 
light intensity for 𝑐4𝑎 and 𝑐4𝑏;

• besides food and water storage, volumes are modeled only in 𝑐4𝑏
and 𝑐5 and, more in detail, we model 𝑔𝑐4𝑏 (𝑡) and 𝑔𝑐5 (𝑡) which rep-
resent volumes of the gases in the atmospheres of the greenhouse 
and the cabin, respectively;

• as a consequence of the previous point, 𝜅𝛾
𝑐4𝑏 (𝑡) and 𝜅

𝛾
𝑐5 (𝑡) are the 

flows that can be manipulated by the controller.

Let 𝜇𝛾
𝑐4𝑏 (𝑡), 𝜇

𝛾
𝑐5 (𝑡) ∈ R≥0 be the gas flows induced by the higher plants 

and the crew, respectively, such that 

𝜇𝛾
𝑐4𝑏

(𝑡) =
⟨CO2⟩p.(𝑡)

24𝑚[CO2]𝑔𝑐4𝑏 ,[CO2](𝑡)
(20a)

𝜇𝛾
𝑐5
(𝑡) =

⟨O2⟩c.(𝑡)
24𝑚[O2]𝑔𝑐5 ,[O2](𝑡)

(20b)

then the quantities 𝜇𝛾
𝑐4𝑏 (𝑡)𝜋(𝑔𝑐4𝑏 (𝑡)) and 𝜇

𝛾
𝑐5 (𝑡)𝜋(𝑔𝑐5 (𝑡)) can be interpreted 

respectively as the respiration activity (mol∕h) of the higher plants 
and the crew. It corresponds to the amount of gas components that 
are ingested, given the current composition of air, to satisfy the needs 
of CO2 for the higher plants and O2 for the crew according to (17). 
Similarly, let 𝜇𝜆

𝑐4𝑏
(𝑡) be the liquid flow induced by the crew, such that: 

𝜇𝜆
𝑐5
(𝑡) =

⟨H2O⟩c.(𝑡)
24𝑚[H2O]𝓁ℎ,[H2O](𝑡)

(21)

then 𝜇𝜆
𝑐5
(𝑡)𝜋(𝓁ℎ(𝑡)) represent the drinking activity (mol∕h) of the crew.

Let 𝑓𝑞(𝑡) be the flow (g∕d) of food components that the crew takes 
out from the food storage. Given (17), we have that: 

𝑓𝑞(𝑡) = (𝑡)𝑓 (𝑡) − 𝑓𝑠(𝑡) (22)

where we recall that 𝑓𝑠(𝑡) is the flow of spirulina eaten. Clearly, ‖𝑓𝑞(𝑡)+
𝑓𝑠(𝑡)‖1 = 𝑓 (𝑡) holds true, meaning that the requirement regarding the 
amount of dry food mass eaten by the crew is satisfied. From (18) and 
(22) it follows that 𝑓𝑞,[𝜒](𝑡) = 0, ∀𝜒 ∉ 𝑙food, ∀𝑡 > 𝑡0.

With the assumptions on the network structure listed above, and 
considering the modeling tools introduced in Sections 2 and 4.1, the 
compartments input flows can be expressed as follows: 

𝛷𝜄
𝑐1
(𝑡) =

⎡

⎢

⎢

⎢

⎣

𝛿1(𝑡)𝑑1(𝑡)

𝜆𝓁𝑐4𝑎 |H2O=0(𝑡) + 𝜆𝓁𝑐4𝑏 |H2O=0(𝑡) + 𝜆𝑐5 (𝑡)

𝟎𝑛𝑔

⎤

⎥

⎥

⎥

⎦

(23a)

𝛷𝜄
𝑐2
(𝑡) =

⎡

⎢

⎢

⎢

⎣

𝟎𝑛𝑠
𝜆𝑐1 (𝑡)

𝟎𝑛𝑔

⎤

⎥

⎥

⎥

⎦

(23b)

𝛷𝜄
𝑐3
(𝑡) =

⎡

⎢

⎢

⎢

⎣

𝟎𝑛𝑠
𝜆𝑐2 (𝑡) + 𝜆⃖⃖⃗𝑐3 (𝑡)

𝛿4(𝑡)𝑑4(𝑡)

⎤

⎥

⎥

⎥

⎦

(23c)

𝛷𝜄
𝑐4𝑎

(𝑡) =

⎡

⎢

⎢

⎢

𝟎𝑛𝑠
𝛿3(𝑡)𝑑3(𝑡) + 𝜆⃖⃖⃖⃗𝑐4𝑎 (𝑡)

⎤

⎥

⎥

⎥

(23d)
⎣
𝛿2(𝑡)𝑑2(𝑡) + 𝛾⃖⃖⃖⃗𝑐4𝑎 (𝑡)⎦
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Table 2
Time constants for the different compartments.
 Compartment 𝜏𝑠 𝜏𝓁 𝜏𝑔  
 𝑐1 160 h 8 h 1 h  
 𝑐2 160 h 8 h 1 h  
 𝑐3 30 h 3 h 0.1 h 
 𝑐4𝑎 120 h 8 h 0.2 h 
 𝑐4𝑏 120 h 8 h 0.2 h 
 𝑐5 8 h 1 h 0.1 h 

𝛷𝜄
𝑐4𝑏

(𝑡) =

⎡

⎢

⎢

⎢

⎣

𝟎𝑛𝑠
𝛿3(𝑡)(1 − 𝑑3(𝑡)) + 𝜆⃖⃖⃖⃗𝑐4𝑏 (𝑡)

𝜇𝛾
𝑐4𝑏 (𝑡)𝜋(𝑔𝑐4𝑏 (𝑡))

⎤

⎥

⎥

⎥

⎦

(23e)

𝛷𝜄
𝑐5
(𝑡) =

⎡

⎢

⎢

⎢

⎢

⎣

(𝑓𝑞(𝑡) + 𝑓𝑠(𝑡))◦
1

24𝑚𝑠

𝜇𝜆
𝑐5
(𝑡)𝜋(𝓁ℎ(𝑡))

𝜇𝛾
𝑐5 (𝑡)𝜋(𝑔𝑐5 (𝑡))

⎤

⎥

⎥

⎥

⎥

⎦

. (23f)

As far as volumes are considered, the atmosphere in the 𝑐4𝑏 green-
house and in the cabin, the food, and water storages are respectively 
modeled as: 
d𝑔4𝑏(𝑡)
d𝑡

= 𝛿2(𝑡)(1 − 𝑑2(𝑡)) + 𝛾̃𝑐4𝑏 (𝑡) − 𝜅𝛾
𝑐4𝑏

(𝑡)𝜋(𝑔𝑐4𝑏 (𝑡))

− 𝜇𝛾
𝑐4𝑏

(𝑡)𝜋(𝑔𝑐4𝑏 (𝑡)) + 𝛾⃖⃖⃖⃗𝑐4𝑏 (𝑡) (24a)
d𝑔𝑐5 (𝑡)
d𝑡

= 𝛿4(𝑡)𝑑4(𝑡) + 𝛾̃𝑐5 (𝑡) − 𝜅𝛾
𝑐5
(𝑡)𝜋(𝑔𝑐5 (𝑡)) − 𝜇𝛾

𝑐5
(𝑡)𝜋(𝑔𝑐5 (𝑡)) + 𝛾⃖⃖⃗𝑐5 (𝑡) (24b)

d𝑠𝑞(𝑡)
d𝑡

= 𝜎𝑐4𝑏 |NEP=0(𝑡) − 𝑓𝑞(𝑡)◦
1

24𝑚𝑠
(24c)

d𝓁ℎ(𝑡)
d𝑡

= H2O(𝜆𝑐4𝑎 (𝑡)) + H2O(𝜆𝑐4𝑏 (𝑡)) − 𝜇𝜆
𝑐5
(𝑡)𝜋(𝓁ℎ(𝑡)). (24d)

This is a realization of the generic formulation (10). From (24c) we 
get that the food tank is filled up by just 𝑐4𝑏, whereas the water tank 
receives drinkable water from both 𝑐4𝑎 and 𝑐4𝑏. This follows from the 
fact that in this work we assume that spirulina (i.e., the part of food 
produced in 𝑐4𝑎) cannot be preserved for a long time. Thus, 𝜎4𝑎(𝑡)
does not pass through an intermediate state of a food storage system. 
The requirements for the regenerative LSS include the production of 
only a part of the food and water needs of the crew (the exact values 
adopted in this paper for the sake of demonstration are detailed in 
Section 5). Then it is evident that 𝑠𝑞,[𝜒](0) > 0, ∀𝜒 ∈ 𝑙food and 𝑠𝑞,[𝜒](0) =
0, ∀𝜒 ∉ 𝑙food. Similarly, we have that 𝓁ℎ,[𝜒](0) = 0, ∀𝜒 ≠ H2O and 
𝓁ℎ,[H2O](0) > 0. Additionally, from (22), (24c) and (24d) it follows that 
𝑠𝑞,[𝜒](𝑡) = 0, ∀𝜒 ∉ 𝑙food, ∀𝑡 ≥ 𝑡0 and 𝓁ℎ,[𝜒](𝑡) = 0, ∀𝜒 ≠ H2O, ∀𝑡 ≥ 𝑡0, 
which means that the food and water tank contain only just food and 
water at any point in time, respectively.

Remark 4.2. The complete flow model of the MELiSSA loop is mathe-
matically described by the combination of the input flows and volumes 
equations. For the architecture described here, they are respectively 
collected in Eqs. (23) and (24).

5. Model predictive control formulation

Regenerative LSS are systems with complex dynamics, which re-
quire the coordination of many compartments and storage systems in 
a circular network. The processes involved are very different in nature, 
for instance, biological, chemical, and thermodynamic, and so are their 
timescales. Control requirements are also heterogeneous and mostly 
conflicting. Considering the limits of the available model formulation 
for the MELiSSA compartments, in this work we took into account the 
following criteria: circularity, survival, energy efficiency and use of 
resources. Such requirements are based upon the ALiSSE (Advanced 
Life Support System Evaluator) criteria used for evaluation and trade-
off of any life support system (Brunet et al., 2010). A definition of each 
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of these criteria, formulated in the form of cost functions to minimize 
or constraints to satisfy, is given in the following sections. Furthermore, 
many activities that concern the crew can be easily predicted as they 
follow a well-defined schedule that is possibly adapted in real-time by 
the mission planner. This preview of control requirements in a future 
time window can be very effectively exploited by an MPC algorithm 
to improve performances. For the R&D feasibility studies that have to 
be currently conducted in the MELiSSA framework, the modularity and 
ease of upgrade is a further driving factor for the selection of the super-
visory strategy. All the aforementioned characteristics make MPC the 
preferred choice for the global coordination of the MELiSSA network. 
MPC explicitly uses the model of the system to predict its dynamic 
evolution over 𝑝 steps in the future and computes the control action by 
iteratively solving a finite-time constrained optimal control problem, 
repeating the optimization process at each time step after shifting the 
prediction window forward. The resulting ‘‘receding horizon’’ operation 
of MPC is depicted in Fig.  5.

5.1. Formulation of the nonlinear MPC controller

We briefly describe the formulation of the MPC controller that 
we use in this work. That is the one adopted in the ODYS Embedded 
MPC software (ODYS, 2019; Cimini et al., 2017), which we employed 
to implement and test the controller. Let the system dynamics be 
described by (1). We sample the prediction window [𝑡, 𝑡 + 𝑡ℎ] in a 
sequence of discrete time instants [𝑡 + 𝑇 (0), 𝑡 + 𝑇 (1),… , 𝑡 + 𝑇 (𝑝)], with 
𝑝 the prediction steps and 𝑇 (0) = 0, 𝑇 (𝑝) = 𝑡ℎ. The nonlinear model is 
simulated in prediction from 𝑥(𝑡) up to 𝑥(𝑡+ 𝑡ℎ). Given the current state 
𝑥(𝑡) and a nominal input sequence 𝑢̄(𝑡), a Linear Time-Varying (LTV) 
model, Falcone et al. (2008), that approximates (1) can be obtained 
by computing the corresponding nominal state sequence 𝑥̄(𝑡) and the 
associated sensitivity matrices according to the following procedure:

1. let 𝑥̄(𝑡) ≡ 𝑥(𝑡)
2. for 𝑘 = 0,… , 𝑝 − 1 do:

(2.1) get 𝑢̄(𝑡 + 𝑇 (𝑘)) from nominal input and parameter se-
quences

(2.2) get 𝑥̄(𝑡+𝑇 (𝑘+1)) by numerically integrating the non-linear 
model between 𝑡 + 𝑇 (𝑘) and 𝑡 + 𝑇 (𝑘 + 1)

(2.3) get the sensitivities 

𝐴(𝑡 + 𝑇 (𝑘)) =
𝜕𝑥̄(𝑡 + 𝑇 (𝑘 + 1))
𝜕𝑥̄(𝑡 + 𝑇 (𝑘))

(25a)

𝐵(𝑡 + 𝑇 (𝑘)) =
𝜕𝑥̄(𝑡 + 𝑇 (𝑘 + 1))
𝜕𝑢̄(𝑡 + 𝑇 (𝑘))

(25b)

Then, we have that 
𝑥(𝑘+1) = 𝑥̄(𝑘 + 1) + 𝐴(𝑘)(𝑥(𝑘)−𝑥̄(𝑘))+𝐵(𝑘)(𝑢(𝑘)−𝑢̄(𝑘)) (26)

is an LTV approximation of (1), where the shortened notation 𝑥(𝑘) ≜
𝑥(𝑡 + 𝑇 (𝑘)) will be used for the rest of the paper. A quadratic opti-
mization problem (QP) based on model (26) is iteratively built and 
solved, leading to a form of Sequential Quadratic Programming (SQP); 
see ODYS (2019) for a detailed description.

Before designing the cost and constraints of the optimal control 
problems, the set of manipulated variables should be identified. The 
network has five distributors, see (19), however an optimal split of 
spirulina can be analytically derived. Let max

spiru be the maximum nor-
malized ratio of spirulina that the crew can eat daily. Under the 
assumption that 𝜎4𝑎(𝑡) is just spirulina and that once produced, if not 
exceeding toxicity bounds, there is no reason for the crew not to eat it, 
then the optimal value for 𝑑5(𝑡) is: 

𝑑5(𝑡) = min

(

1,
max
spiru𝑓 (𝑡)

)

. (27)

‖𝜎𝑐4𝑎 (𝑡)◦𝑚𝑠‖1
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Fig. 5. Receding horizon operation for an MPC controller evaluated at time 𝑡 with 𝑝 prediction steps. The optimal control sequence is computed (top figure), and then only the 
first move is applied at 𝑡 + 1 (bottom figure).
Several studies have addressed the positive and negative aspects 
of spirulina as a food complement in astronaut diets as reviewed 
in Fahrion et al. (2021). Here, we set max

spiru = 0.05, which amounts 
to a maximum of 5% of spirulina in the crew diet. We stress that: 
𝑓𝑞(𝑡) + 𝑓𝑠(𝑡)

‖𝑓𝑞(𝑡) + 𝑓𝑠(𝑡)‖1
= (𝑡). (28)

Remark 5.1. One of the control requirements is to satisfy crew’s and 
higher plants’ needs in terms of solid, liquid, and gas flows, according 
to the parameter vector 𝜃(𝑡) in (17). However, here, we assume not 
to have any authority in altering the eating, drinking, and respiration 
behavior of crew and higher plants so that if 𝜃(𝑡) cannot be satisfied 
at any point in time, the simulation is considered failed. This is why 
𝜃(𝑡) directly drives the behavior of some of the flows in the network 
without the need for specific manipulated variables.

From the previous considerations and the network elements’ models 
introduced in Sections 4.1 and 4.2 we can formalize the set of variables 
𝑢(𝑡) ∈ R𝑛𝑢  being manipulated by the MPC supervisor:
𝑢(𝑡) =

[

𝑑1(𝑡) 𝑑2(𝑡) 𝑑3(𝑡) 𝑑4(𝑡) 𝜉𝑐4𝑎 (𝑡) 𝜉𝑐4𝑎 (𝑡)

𝜅𝛾
𝑐4𝑏

(𝑡) 𝜅𝛾
𝑐5
(𝑡) 𝜌(𝑡)⊺

]⊺ (29)

where we indicate by 𝜌(𝑡) ∈ R𝑛𝜌  the set of flows from/to the buffer 
tanks, whose selection represents what here is addressed as network 
architecture. In Section 6, we will show results obtained with different 
architectures. For instance if all the additional components depicted in 
Fig.  4 were considered, then we would have 𝑛𝜌 = 8 and 𝑛𝑢 = 16, with:
𝜌 =

[

⟨H3PO4⟩⃖⃖⃗𝑐3 ⟨H2SO4⟩⃖⃖⃗𝑐3 ⟨H3PO4⟩⃖⃖⃖⃗𝑐4𝑎 ⟨H2SO4⟩⃖⃖⃖⃗𝑐4𝑎
⟨H3PO4⟩⃖⃖⃖⃗𝑐4𝑏 ⟨H2SO4⟩⃖⃖⃖⃗𝑐4𝑏 ⟨O2⟩⃖⃖⃗𝑐5 ⟨CO2⟩⃖⃖⃗𝑐5

]⊺. (30)

Moreover, we impose 𝜌𝑗 ≥ 0, 𝑗 = 1,… , 7, meaning that all the 
additional components can be just added to the system, besides 𝜌 =
8

114 
⟨CO2⟩⃖⃖⃗𝑐5  which instead can also be negative, allowing for the existence 
of a CO2 extractor device in the cabin crew. The set of flows from/to the 
buffer tanks in (30) is the worst-case that has been considered during 
the architectures’ investigation.

In the following sections, we design the different components of the 
cost function and constraints for the MPC controller according to the 
system requirements.

5.2. Recycling and recovery

One of the main objectives of MELiSSA is the production of
metabolic resources based on waste valorization. The MELiSSA loop 
is a circular system where part of the organic wastes can be degraded 
by 𝑐1 to recover as much usable matter as possible. CO2, NH3, and 
volatile fatty acids can indeed be produced by chemical and biological 
transformations. The model of 𝑐1 acts at present as a pass-through, 
without any direct actuation that can modify its behavior, and there-
fore, waste minimization is achievable only by optimally manipulating 
flows that maximize 𝑐1 activity. Moreover, we assume that the matter 
extracted by means of a manipulated sink cannot be reused by the 
system and, therefore, contributes to an increase in waste. A direct 
minimization of the production of waste in the cost function is a proxy 
to maximize the circularity of the LSS. For the control-oriented model, 
the dynamics characterization of waste storages is unnecessary as waste 
production can be minimized by penalizing specific output flows. Let 
𝜔𝜎 (𝑡) ∈ R𝑛𝑠

≥0 and 𝜔𝛾 (𝑡) ∈ R𝑛𝑔
≥0 be set of weights penalizing solid and gas 

waste, respectively. Let 𝜔CO2
(𝑡) ∈ R≥0 penalize the use of CO2 direct air 

capture system. Then 𝑊1(𝑡) ∈ R≥0 denotes the recycling and recovery 
contribution to the cost, expressed as a function of the grams of waste 
produced, and defined as:
𝑊1(𝑡) =

(

𝑚𝑠◦𝜔𝜎 (𝑡)
)⊺ (𝛿1(𝑡)(1 − 𝑑1(𝑡))

)

+
(

𝑚 ◦𝜔 (𝑡)
)⊺ (H (𝛾 (𝑡)) + H (𝛾 (𝑡)))
𝑔 𝛾 2 𝑐1 2 𝑐2
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+ 𝑚[CO2]𝜔CO2
(𝑡)max(0,−⟨CO2⟩⃖⃖⃗𝑐5 (𝑡)) (31)

where the first term of 𝑊1(𝑡) penalizes the waste handed out by 𝑑1(𝑡), 
the second term penalizes the gas waste produced by 𝑐1 and 𝑐2, and the 
last penalizes the CO2 removed from the cabin, for which, in this work, 
we assume that it cannot be reinserted in the loop.

Remark 5.2.  Proper values for the weights can be set by taking into 
account the cost to store a specific chemical component in its waste 
form and how useful a chemical component is during the course of the 
mission and after its completion. Therefore, they could be very different 
from one chemical component to the other and also time-varying. 
In this work we assume that 𝜔𝜎,𝑖(𝑡) = 𝜔𝛾,𝑗 (𝑡), ∀𝑖 ∈ {1,… , 𝑛𝑠}, ∀𝑗 ∈
{1,… , 𝑛𝑔}, ∀𝑡 > 𝑡0.

5.3. Use of extra resources

The ultimate goal for a regenerative LSS is to operate without the 
need of any extra resource that can be provided by buffer tanks. During 
this research stage, buffer tanks, manipulated by the controller, exist 
to investigate different architectures. A dense use of multiple chemical 
components at different injection points can be planned in order to 
design an optimal architecture that simultaneously minimizes the mass 
of extra tanks to carry on board while maximizing the circularity. 
Regarding the real-time MPC controller, we include a term in the cost 
function, namely 𝑊2(𝑡) ∈ R≥0, that penalizes the use of buffer tanks. 
Let 𝜔𝜎𝑒⃗

∈ R𝑛𝑠
≥0(𝑡), 𝜔𝜆𝑒⃗

∈ R𝑛𝓁
≥0(𝑡) and 𝜔𝛾𝑒⃗

∈ R𝑛𝑔
≥0(𝑡) be the weights for 

solid, liquid, and gas additional chemical components at the inlet of 
𝑒th compartment, then according to (23) it follows that:

𝑊2(𝑡) =
∑

𝑒∈{𝑐3 ,𝑐4𝑎 ,𝑐4𝑏}

(

𝑚𝓁◦𝜔𝜆𝑒⃗
(𝑡)
)⊺

max(0, 𝜆𝑒(𝑡))

+
∑

𝑒∈{𝑐4𝑎 ,𝑐4𝑏 ,𝑐5}

(

𝑚𝑔◦𝜔𝛾𝑒⃗
(𝑡)
)⊺

max(0, 𝛾𝑒(𝑡)). (32)

Remark 5.3.  Weights for buffer tanks can be set by considering the 
type of chemical component, the injection point, and the hardware nec-
essary to store it for a long time. The cost of using a specific chemical 
component may also increase/decrease over the course of a mission, 
depending on its scarcity. In this work, we assume that 𝜔𝜆 ⃖⃗𝑒1 ,𝑖

(𝑡) =
𝜔𝛾 ⃖⃗𝑒2 ,𝑗

(𝑡), ∀𝑖 ∈ {1,… , 𝑛𝓁}, ∀𝑗 ∈ {1,… , 𝑛𝑔}, ∀𝑒1 ∈ {𝑐3, 𝑐4𝑎, 𝑐4𝑏}, ∀𝑒2 ∈
{𝑐4𝑎, 𝑐4𝑏, 𝑐5}, ∀𝑡 > 𝑡0. 

5.4. Energy efficiency

Stoichiometric models of compartments and the flows’ connections 
at the network level do not model energy phenomena as per in Sec-
tion 2. Energy efficiency is, however, a crucial control performance 
metric and can be already addressed, at least partially, by penalizing 
those manipulated variables that have an impact on it. Specifically, 
from 𝑢(𝑡) definition in (29), lights and recirculation of manipulated 
flows can be included into an energy-related cost term 𝑊3(𝑡) ∈ R≥0, 
as: 
𝑊3(𝑡) = 𝜔𝜉𝑐4𝑎

(𝑡)𝜉𝑐4𝑎 (𝑡) + 𝜔𝜉𝑐4𝑏
(𝑡)𝜉𝑐4𝑏 (𝑡) + 𝜔𝜅𝛾𝑐4𝑏

(𝑡)𝜅𝛾
𝑐4𝑏

(𝑡) + 𝜔𝜅𝛾𝑐5
(𝑡)𝜅𝛾

𝑐5
(𝑡) (33)

where 𝜔𝜉𝑐4𝑎
(𝑡), 𝜔𝜉𝑐4𝑏

(𝑡), 𝜔𝜅𝛾𝑐4𝑏
(𝑡), 𝜔𝜅𝛾𝑐5

(𝑡)∈R≥0, are the weights.

5.5. Actuator bounds

All actuators can take values in a certain range, which usually is 
dictated by hardware limitations. Such limitations are imposed as in-
equality constraints on the optimization variables 𝑢(𝑡). Given a generic 
𝑧 ∈ R𝑛, let 

̄
𝑧 ∈ R𝑛 and 𝑧̄ ∈ R𝑛 denote, respectively, the lower and 

upper bounds on 𝑧. Typically distributors take values in the range [0, 1], 
however here we set 𝑑 (𝑡) ≤ 𝑑 (𝑡) ≤ 𝑑 (𝑡), with 𝑑 (𝑡), 𝑑 (𝑡) ∈ R  and 
̄ 𝑗 𝑗 𝑗 ̄ 𝑗 𝑗 ≥0
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̄
𝑑𝑗 (𝑡) + 𝑑𝑗 (𝑡) = 1, 𝑗 = 1,… , 4. It is, therefore, possible to instruct MPC 
to always guarantee a minimum input flow for a specific compartment. 
Light intensities are such that 

̄
𝜉𝑒(𝑡) ≤ 𝜉𝑒(𝑡) ≤ 100, 𝑒 ∈ {𝑐4𝑎, 𝑐4𝑏}, with a 

non-zero lower bound in order to guarantee a minimum transformation 
rate for the compartments’ stoichiometry. Manipulated flows are con-
strained such that 0 ≤ 𝜅𝛾

𝑐4𝑏 (𝑡) ≤ 𝜅̄𝛾𝑐4𝑏 (𝑡), 0 ≤ 𝜅𝛾
𝑐5 (𝑡) ≤ 𝜅̄𝛾𝑐5 (𝑡), which allow 

MPC to not circulate gas from atmospheres at a given point in time. 
Similarly, the flows of buffer tanks are such that ⟨

̄
𝜒⟩𝑒(𝑡) ≤ ⟨𝜒⟩𝑒(𝑡) ≤

⟨𝜒̄⟩𝑒(𝑡),∀⟨𝜒̄⟩𝑒 ∈ 𝑢, where ⟨
̄
𝜒⟩𝑒(𝑡) = 0 and ⟨𝜒̄⟩𝑒(𝑡) = 0 mean that there is 

no sink or additive capability, respectively.

5.6. Storage constraints

Storages and compartments’ volumes are obviously non-negative 
and have specific maximum capacities. We therefore limit the total 
volume of cabin and greenhouse atmospheres, as well as food and water 
tank: 
0 ≤‖𝑔𝑐4𝑏 (𝑡)‖1 ≤ 𝑔̄𝑐4𝑏 (𝑡) (34a)

0 ≤‖𝑔𝑐5 (𝑡)‖1 ≤ 𝑔̄𝑐5 (𝑡) (34b)

0 ≤‖𝑠𝑞(𝑡)‖1 ≤ 𝑠̄𝑞(𝑡) (34c)

0 ≤‖𝓁ℎ(𝑡)‖1 ≤ 𝓁̄ℎ(𝑡). (34d)

Considering that crew and higher plants needs are model parameters 
(i.e. the dynamics directly depend on their value), and to make the 
controller robust against possible faults, it is compulsory to impose 
positive lower bounds on specific components of volumes. That is the 
case for the quantities that dictate respiration activities in (20a). To this 
end, we impose: 
𝑔𝑐4𝑏 ,[CO2](𝑡) ≥ 6⟨CO2⟩p.(𝑡) (35a)

𝑔𝑐5 ,[O2](𝑡) ≥ 6⟨O2⟩c.(𝑡) (35b)

that satisfies the requirement that the MELiSSA loop should provide 
100% of the crew oxygen needs at any point in time, and with a safety 
margin of 6 h in case the cabin or the greenhouse is isolated and no 
buffer tank can be used.

5.7. Safety and survivability constraints

Besides the one already covered by previous sections, a series of re-
quirements concern the system’s safety and the crew’s survivability. For 
safety reasons (flammability), the O2 partial pressure in the greenhouse 
should not be greater than 24%, which can be imposed as: 
𝑔𝑐4𝑏 ,[O2](𝑡)
‖𝑔𝑐4𝑏 (𝑡)‖1

≤ 0.24. (36)

Similarly, for safety reasons (flammability) and for the survivability of 
the crew, the O2 partial pressure in the cabin should be between 19% 
and 23%: 

0.19 ≤
𝑔𝑐5 ,[O2](𝑡)
‖𝑔𝑐5 (𝑡)‖1

≤ 0.23. (37)

For the crew survival, the CO2 concentration in the cabin should be 
lower than 5000 ppm: 
𝑔𝑐5 ,[CO2](𝑡)
‖𝑔𝑐5 (𝑡)‖1

≤ 0.005. (38)

In this paper we assume that the MELiSSA loop should produce at least 
40% of the food crew’s needs. As a ratio, it can be directly imposed on 
solid flows. Under the assumptions that solid flow from 𝑐4𝑎 is spirulina 
and that solid flow from 𝑐4𝑏 is food if NEP is removed, then: 

‖𝜎𝑐4𝑎 (𝑡) + 𝜎𝑐4𝑏 |NEP=0(𝑡)‖1 ≥ 0.4
𝑓 (𝑡)
24𝑚𝑠

. (39)

We recall that the safe daily amount of spirulina is guaranteed by 
the optimal selection of 𝑑 (𝑡), see (27). The MELiSSA loop should also 
5
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produce, at least, 90% of the drinkable water that is needed by the crew 
(⟨H2O⟩c.). Such constraint can be directly imposed on the liquid output 
flows of 𝑐4𝑎 and 𝑐4𝑏: 
‖𝜆𝑐4𝑎 ,[H2O](𝑡) + 𝜆𝑐4𝑏 ,[H2O](𝑡)‖1 ≥ 0.9⟨H2O⟩c.(𝑡). (40)

Lastly, higher plants and microalgae should not receive a toxic amount 
of ammonia, which could be enforced with a constraint on 𝑐3 output 
flow: 
𝜆𝑐3 ,[NH3](𝑡)
𝜆𝑐3 ,[HNO3](𝑡)

≤ 0.2. (41)

5.8. Finite-time optimal control problem

While Sections from 5.2 to 5.7 describe elements of the optimal 
control problem that are directly linked to MELiSSA requirements, 
we have equipped the MPC formulation with few additional expedi-
ents to improve control performance. Consider the constraints in (34): 
given (39) and (40), it follows that ‖𝑠𝑞(𝑡1)‖1 > ‖𝑠𝑞(𝑡2)‖1 and ‖𝓁ℎ(𝑡1)‖1 >
‖𝓁ℎ(𝑡2)‖1, if 𝑡1 ≫ 𝑡2. In other words, food and water supplies will be 
consumed over time because the objective of the regenerative LSS is 
to cover part of the needs of the crew, and increased production is 
discouraged by extra resources and efficiency terms (respectively (32) 
and (33)). For what concerns the two atmospheres, it is advisable, 
when possible, to keep their volumes stable. Thus we introduce a target 
volume for the smallest of the two, which is the cabin, corresponding 
to half its maximum volume. This target helps the system lie in an 
equilibrium where there is more room to maneuver the gases. With 
equivalent premises and considerations, we also add a mid-range target 
to the oxygen in the cabin, which is the only gas to be upper- and lower-
bounded, see (37). With 𝜔𝑔𝑐5

∈ R≥0 and 𝜔[O2] ∈ R≥0 the two (relatively 
low) weights for cabin volume and oxygen level, respectively, 𝑊4(𝑡) in 
the following represent the corresponding quadratic term in the cost 
function: 

𝑊4(𝑡) = 𝜔2
𝑔𝑐5
(𝑡)

(

‖𝑔𝑐5 (𝑡)‖1 − 0.5𝑔̄𝑐5 (𝑡)
)

+ 𝜔2
[O2]

(

𝑔𝑐5 ,[O2](𝑡)
‖𝑔𝑐5 (𝑡)‖1

− 0.21

)2

. (42)

Let 𝑇𝑠 be the sampling time and assume an equally spaced sampling 
in prediction, that is 𝑇 (𝑖) − 𝑇 (𝑖 − 1) ≡ 𝑇𝑠, 𝑖 = 1,… , 𝑝, recall that 
𝑥(𝑘) ≜ 𝑥(𝑡 + 𝑇 (𝑘)), then 
𝑊5(𝑘) = (𝑢(𝑘)−(𝑢(𝑘 − 1)))⊺ 𝑊 2

𝛿𝑢 (𝑢(𝑘)−(𝑢(𝑘 − 1))) (43)

with 𝑊𝛿𝑢 ∈ R𝑛𝑢×𝑛𝑢
≥0 , represents a term in the cost function that penalizes 

the input increments, providing a direct knob on how aggressive the 
behavior of the controller should be. By combining all the cost terms 
introduced in Section 5, we can derive the following cost function: 

𝑉 = 1
2
𝜖𝑊 2

𝜖 𝜖 +
𝑝−1
∑

𝑘=0
𝑊2(𝑘) +𝑊3(𝑘) + 0.5𝑊5(𝑘) +

𝑝
∑

𝑘=1
𝑊1(𝑘) +

1
2
𝑊4(𝑘) (44)

where 𝜖 ∈ R𝑛𝜖
≥0 is the vector of slack variables, and 𝑊𝜖 ∈ R𝑛𝜖×𝑛𝜖

≥0  the 
corresponding weight matrix. Typically, all the constraints defined on 
system states are softened by introducing slack variables which are 
highly penalized in the cost function and avoid infeasible optimization 
problems. The requirements elaborated in Sections 5.6 and 5.7 are 
defined as function of one or more states, and therefore are all softened. 
Details on the specific softening strategy we adopted in the tests are 
given in Section 6.

Summarizing, at each time-step, given the sequence of parameters: 
𝛩 =

[

𝜃(𝑡) 𝜃(𝑡 + 𝑇 (1)) … 𝜃(𝑡 + 𝑇 (𝑝 − 1))
]

(45)

the MPC controller minimizes 𝑉  in (44) with respect to the sequences 
of inputs: 
𝑈 =

[

𝑢(𝑡) 𝑢(𝑡 + 𝑇 (1)) … 𝑢(𝑡 + 𝑇 (𝑝 − 1))
]

(46a)

and slack variables 𝜖(𝑡) over a series of 𝑝 prediction steps, and subject 
to the equality constraints on the system dynamics (1) (which are 
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built according to Section 4), and subject to the inequality constraints 
from Eqs. (34) to (41). The optimization problem takes into account 
the future evolution, when known, of quantities 𝜃(𝑡) that affect the 
prediction model and of the cost function and constraints (for instance, 
time-varying requirements). This is often referred to as anticipative 
action, which makes MPC highly valuable in the context of supervisory 
control for regenerative LSS, where the future evolutions of such factors 
are often well determined and scheduled.

5.9. Materials and methods

The simulation model, implementing the generic state-update differ-
ential equation (1), has been entirely developed in MATLAB® R2022a. 
As with the formulation, the implementation also emphasizes modu-
larity so that more accurate mechanistic models for the compartments 
could be integrated, and so that the network connections can be easily 
updated. MATLAB code has been preferred over Simulink to favor 
portability of the models. The implementation of the network model 
supports code generation for faster simulations with compiled code. 
The MPC controller is implemented with ODYS Embedded MPC v3.6.0, a 
software tool that provides efficient MPC and state estimation functions 
for real-time applications in library-free C code, crafted with empha-
sis on execution speed, numerical robustness, and limited memory 
footprint (ODYS, 2019). ODYS Embedded MPC provides interfaces to 
MATLAB.

6. Simulation of the regenerative LSS during a mission

In this section, we present numerical closed-loop results for the 
operation of the entire MELiSSA loop over the course of a mission, 
where the coordination of the whole regenerative LSS is handled by 
a single supervisory MPC that manipulates a total of 𝑛𝑢 = 16 actuators, 
see (29). The MPC formulation is the one described in Section 5, and the 
nonlinear model of the network is detailed in Section 2. The nominal 
values for the parameters 𝜃(𝑡), normalized for a single crew member, are 
collected in Table  4 and correspond to a nominal situation (Anderson 
et al., 2015). All the parameters can vary over time, as, for instance, the 
amount of food, water and oxygen is function of the caloric expenditure 
due to different activities performed by the crew. Similarly, the diet can 
follow a rotation schedule and is subject to changes that can depend on 
crew’s health. For the sake of example scenarios tested here, only the 
crew need for O2, which affects the fastest dynamics, is time-varying, 
and its profile during the course of a day is depicted in Fig.  6. In order 
to avoid infeasible optimization problems, a different slack variable is 
introduced for each constraint type (i.e. all the realizations of the same 
constraint in prediction share the same slack variable). This translates 
into a total of 𝑛𝜖 = 12 slack variables. All the additional resources 
collected by 𝜌(𝑡) in Eq.  (30) are enabled and usable by the controller. 
The sampling time for the MPC controller has been set to 𝑇𝑠 = 0.1h and 
the prediction horizon is 1h, from which we have 𝑝 = 10 prediction 
steps. The sensitivities (25) are recomputed at each prediction step, 
and they are obtained through finite differences. The max iteration 
number for the SQP algorithm is set to three, meaning that up to 
three QP problems are solved at every MPC instance. With this setup, 
the prediction model has 𝑛𝑥 = 227 states and 𝑛𝑢 = 16 manipulated 
inputs, resulting in an optimization problem with 172 variables and 560
inequality constraints.

We simulate the first 56 days of a space mission with one crew 
member, which is enough to appreciate the evolution to a steady state 
of the different subsystems and evaluate the circularity of the network. 
Food and water tanks have a capacity of 5000mol and are initially 
filled at the maximum and half capacity, respectively. The atmospheric 
volumes are 2770mol for the greenhouse and 820mol for the cabin 
crew, both initially filled at half capacity. Fig.  7 shows the quantities 
related to safety and survivability, as described in Section 5.7. It is 
important to stress that in the considered MPC setup, there is no reward 
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Fig. 6. Time varying O2 needs of the crew during the course of a day, normalized for one crew member. In the simulation scenario, the needs are equal for all the days of the 
mission.
Fig. 7. Results measured by performance metrics for the regenerative LSS related to safety and survivability. For space reasons, constraint (41) is not shown as, besides the initial 
transient, the maximum ammonia ratio over the simulation is 0.05%, well below the 0.2 bound.
for increased production, as a preliminary objective of the study is to 
evaluate the autarky of the system, comparing different architectures. 
However, 𝑉 (𝑡) could very easily include such a term, leading to a trade-
off between the use of extra resources and the amount of produced 
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food and water. Nonetheless, Fig.  7 shows that the current formulation 
is able to honor all the safety/survivability constraints for the tested 
architecture. That is achieved by manipulating the control inputs as 
shown in Fig.  8, which collect the time evolution of the subset of 𝑢(𝑡)
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Fig. 8. Subset of 𝑢(𝑡) including distributors, compartments activities and manipulated flows. The figure shows only those distributors that in this scenario have a non-constant 
value. Indeed 𝑑1(𝑡) = 𝑑5(𝑡) = 1, ∀𝑡 holds, meaning that all the waste passes by 𝑐1, and that all the spirulina produced is being eaten. The orange line shows the percentage of 
spirulina in the crew diet, which is well below the 5% toxicity bound.
Table 3
Cumulative mass of un-recyclable waste produced during the first 56 days of the
mission.
 Component Phase Waste (kg) 
 C1 biomass S 0.6992  
 Non-degraded organic matter S 10.2333  
 Dihydrogen G 1.4178  

that does not contain the additional resources 𝜌(𝑡). Distributors 𝑑1 and 
𝑑5 assume consistently the value 𝑑 = 1 over the entire experiment, so 
they are not shown. In short, that means that all the waste passes by 
𝑐1, for possible transformation before eventually being sent to the waste 
storage and that all the produced spirulina is eaten by the crew. The 
orange plot on eaten spirulina in Fig.  8 shows that its toxicity threshold 
in crew diet (5%, Eq. (27)) is not violated. The usage of extra resources, 
more precisely the subset of 𝜌(𝑡) that is not identically zero during the 
experiment, is shown in Fig.  9. It is interesting to note that all the 
injection points for H2SO4 are exploited, whereas for H3PO4 only one 
is used. The proposed framework proves to be useful in designing the 
network architecture, by taking into account the dynamical model of 
the circular system operating according to an optimal control policy.
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Lastly, the quantities that affect the terms 𝑊1(𝑡) and 𝑊2(𝑡), according 
to Eqs. (31) and (32) are reported in Fig.  10. It is evident that there 
exists an initial transient in which more chemical elements are needed 
for a faster startup of the chemical reactions in the compartments. 
After that, the mass of extra resources being utilized stabilizes in the 
timeframe of a week. Conversely, the produced waste reaches a steady-
state value only after approximately three weeks, dynamics that are 
dominated by solid timescale. At the end of the 56 days, the cumulative 
mass of un-recyclable waste produced is 12.35 kg, whereas the mass of 
extra resources consumed is 2 kg. Table  3 details the waste composition 
after the first 56 days of the mission in terms of C1 biomass, non-
degraded organic matter and dihydrogen. Lastly, it is worth stressing 
that the needs of food, water, and oxygen of the crew, and the need 
for carbon dioxide of the higher plants, are 100% satisfied by the 
controlled system thanks to the correct manipulation of the storage 
systems and extra resources. If we consider the nominal values of 
Table  4, this means that in the 56 days mission the crew requires 
approximately 37 kg of food, 168 kg of water and 48 kg of oxygen. The 
higher plants require instead, approximately, 65 kg of CO2.

Next, we test the proposed framework in the presence of a failure. 
MPC is particularly suited to handle faulty scenarios, as an easy re-
configuration is achieved by modifying the prediction model and/or 
constraints according to the change in the dynamics induced by the 
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Fig. 9. Extra resources manipulated by the MPC controller, see 𝜌(𝑡) according to Eq.  (30). This figure shows only the ones that are different from zero, namely the ones MPC 
discovers necessary to honor constraints while minimizing 𝑉 (𝑡). The bottom right plot represents the CO2 extracted which is part of the 𝑊1(𝑡) cost function term.
Fig. 10. Total waste that cannot be recycled (on the left) and total extra resources injected into the system (on the right) during the experiment, which affect terms (31) and 
(32) in the MPC cost function. The total waste on the left does not include the CO2 removed from the cabin, which is instead shown in Fig.  9.
fault. Moreover, in the presence of anomalous scenarios, the control 
objectives (and their priority) might be redefined, and that is seamlessly 
achieved by modifying the terms in the cost function. Maintenance 
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stops, failures, and nominal efficiency drops in a compartment are 
typical events that the supervisor control should handle by preserving 
the system operation and optimizing the time to recovery. In this study, 
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Fig. 11. Results measured by performance metrics for the regenerative LSS related to safety and survivability in the failure scenario. The period of crew sickness is highlighted 
with the yellow patch and lasts for 7 days.
Table 4
Nominal values for parameters 𝜃(𝑡) normalized for a single crew member. In the test 
scenario ⟨O2⟩𝑐. is time-varying and its daily evolution shown in Fig.  6.
 Parameter Nominal value 
 𝑓 667 g∕d  
 proteins (122 g∕d)∕𝑓  
 lipids (103 g∕d)∕𝑓  
 carbohydrates (405 g∕d)∕𝑓  
 nucleic (0 g∕d)∕𝑓  
 eps (0 g∕d)∕𝑓  
 fibers (37 g∕d)∕𝑓  
 ⟨H2O⟩c. 3000 g∕d  
 ⟨O2⟩c. 864 g∕d  
 ⟨CO2⟩p. 1160 g∕d  

we test a situation in which the crew suddenly gets sick. The scenario 
we are testing follows in time (and with the same architecture) the 
simulation of Figs.  7 to 9, it can indeed be considered as a continuation 
of the same mission, for additional 42 days. While the crew is sick, 
the solid and liquid output flow of 𝑐5 is considered waste that cannot 
be recycled (to contain the contamination) and is therefore sent to 
the waste storage, exiting the circular system. This translates into the 
following simple modifications to the MPC prediction model (Eqs.  (47a) 
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and (47b)) and to its cost function (Eq. (47c)): 

𝛿1 = 𝜎𝑐2+𝜎𝑐3+(𝜎𝑐4a−𝑓𝑠◦
1

24𝑚𝑠
)+NEP(𝜎𝑐4b ) (47a)

𝛷𝜄
𝑐1
(𝑡) =

⎡

⎢

⎢

⎢

⎣

𝛿1(𝑡)𝑑1(𝑡)

𝜆𝓁𝑐4𝑎 |H2O=0(𝑡) + 𝜆𝓁𝑐4𝑏 |H2O=0(𝑡)

𝟎𝑛𝑔

⎤

⎥

⎥

⎥

⎦

(47b)

𝑊1(𝑡) =
(

𝑚𝑠◦𝜔𝜎 (𝑡)
)⊺

(

𝛿1(𝑡)(1 − 𝑑1(𝑡)) + 𝜎𝑐5 (𝑡)
)

+
(

𝑚𝓁◦𝜔𝜆(𝑡)
)⊺ 𝜆𝑐5 (𝑡)

+
(

𝑚𝑔◦𝜔𝛾 (𝑡)
)⊺ (H2(𝛾𝑐1(𝑡)) + H2(𝛾𝑐2(𝑡)))

+ 𝑚[CO2]𝜔CO2
(𝑡)max(0,−⟨CO2⟩⃖⃖⃗𝑐5 (𝑡)) (47c)

 where we have introduced the weights 𝜔𝜆 for liquid waste, absent 
before, and 𝜔𝜆,𝑖(𝑡) = 𝜔𝛾,𝑗 (𝑡), ∀𝑖 ∈ {1,… , 𝑛𝓁}, ∀𝑗 ∈ {1,… , 𝑛𝑔}, ∀𝑡 > 𝑡0. 
Note that Eqs. (47) are the only modifications to the MPC formulation 
that are needed to optimally handle crew sickness, while the rest 
remains unchanged. The overall system under this failure scenario has 
been tested, and the results are shown in Figs.  11–13. The crew gets 
sick on day 58, and this condition lasts for 7 days. This time frame is 
highlighted with a yellow background in the figures.

We note that the weights of the controller have not been altered 
with respect to the nominal scenario. A time-varying tuning dedicated 
to the occurrence of specific situations, or phases of the mission, may 
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Fig. 12. Subset of 𝑢(𝑡) including distributors, compartments activities, and manipulated flows. The period of crew sickness is highlighted with the yellow patch and lasts for 7 
days.
Fig. 13. Total waste that cannot be recycled (on the left) and depletion of food and water storages (on the right) during a failure scenario. The period of crew sickness is 
highlighted with the yellow patch and lasts for 7 days.
offer superior performance and would be easily implemented with 
the proposed MPC controller. It is interesting, however, to note that, 
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without any tuning modification, the controller is perfectly capable of 
handling the faulty situation, proving the proposed framework to be a 
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valid tool to quickly investigate different scenarios and architectures. 
While the crew is sick, 𝑐4𝑎 and 𝑐4𝑏 miss necessary elements for their 
chemical processes, and therefore the production of food, water, and 
oxygen drops below their respective targets (see Fig.  11). The crew 
needs are, however, always 100% met, as food and water are taken 
from the storage systems (note in Fig.  13 the increased depletion rate of 
both storages for the fault duration), while the oxygen is supplied with 
a buffer storage directly manipulated by MPC (third plot of Fig.  12). 
Fig.  13 also shows the increased waste production during sickness time. 
Excluding production target, all other constraints that concern safety, 
storage, and actuator bounds are respected. After the sickness period 
is over, the system goes back to normal operation. It is interesting to 
note that, in order to speed up the process, the controller includes 
more spirulina in the crew diet for a certain amount of time, while 
still honoring its toxicity upper bound. This test has highlighted how 
the architecture considered here has no means to maintain a positive 
production rate while the products of 𝑐5 are wasted. This may trigger 
an investigation on a different set of buffer storages, see Eq. (30), that 
could supply 𝑐4𝑎 and 𝑐4𝑏 during that time.

The modeling/control mathematical framework and its implemen-
tation in the simulation environment are validated through the com-
putation of mass balances, elaborating the point-wise composition of 
mass in the entire system in terms of the chemical elements that 
characterize components in Table  1, namely carbon, hydrogen, oxygen, 
nitrogen, sulfur and phosphorus. Such computation encompasses the 
status of tanks, use of additive resources, volumes, and non-expired 
flow dynamics. The result over the course of the experiment is a worst-
case deviation, element-wise, of 0.02% of mass with respect to the 
initial composition, confirming the correctness of the closed-loop setup.

Even though the purpose of the paper is not to prove the feasibility 
of the approach on the embedded computational units that might be 
used in a real mission, we provide here some information about the 
execution time and memory occupancy of the designed controller. 
Despite the complexity of the problem formulation, the controller is 
easily implementable in real time with state-of-the-art software like
ODYS Embedded MPC, which shows a maximum execution time of as 
little as 55ms on a 12th Gen Intel® Core™ i9-12900H @2.50 GHz. This 
is orders of magnitude smaller than the 6min sampling time, providing 
ample margins for using less powerful computing hardware and/or 
increasing the complexity of the design, for example, by including 
mechanistic models and additional requirements. Memory-wise, ODYS 
Embedded MPC implementation is also very efficient, allocating only 
about 2.5MB of data for the considered problem.

7. Conclusion

In this study, an MPC methodology for the global control of a 
circular life support system was developed and preliminary investigated 
using the MELiSSA loop as a test case. This investigation aimed to val-
idate a first implementation of an advanced supervisory controller for 
a complete circular life support system, focusing on demonstrating the 
stability of the loop before optimizing it. A preliminary dynamical simu-
lation of a MELiSSA loop architecture considering all the compartments 
connected in all the phases was developed. The ability of the MPC 
controller to satisfy numerous requirements and constraints elaborated 
by the MELiSSA project has been demonstrated. The controller was able 
to satisfy all the requirements throughout a full mission scenario of 98 
days. The capacity of MPC to react to undesired situations was also 
proven by analyzing a crew sickness scenario. By cleverly exploiting the 
different available degrees of freedom, the controller was still able to 
honor all the requirements and constraints. Suggestion for future work 
include the addition of survivability requirements for the microalgae, 
and the investigation of a hierarchical topology of the supervisory 
MPC (Scattolini, 2009), with levels corresponding to different phases 
so as to better exploit prediction capabilities. Furthermore, anticipative 
actions could be included, thus exploiting available information on the 
crew’s, and, more generically, mission’s schedule to enhance control 
performance.
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