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Computation of safe disturbance sets using implicit RPI sets

Sampath Kumar Mulagaleti, Alberto Bemporad, and Mario Zanon

Abstract— Given a stable linear time-invariant (LTI) sys-
tem subject to output constraints, we present a method
to compute a set of disturbances such that the reachable
set of outputs matches as closely as possible the output
constraint set, while being included in it. This problem finds
application in several control design problems, such as the
development of hierarchical control loops, decentralized
control, supervisory control, robustness-verification, etc.
We first characterize the set of disturbance sets satisfying
the output constraint inclusion using corresponding mini-
mal robust positive invariant (mRPI) sets, following which
we formulate an optimization problem that minimizes the
distance between the reachable output set and the output
constraint set. We tackle the optimization problem using
an implicit RPI set approach that provides a priori approx-
imation error guarantees, and adopt a novel disturbance
set parameterization that permits the encoding of the set
of feasible disturbance sets as a polyhedron. Through ex-
tensive numerical examples, we demonstrate that the pro-
posed approach computes disturbance sets with reduced
conservativeness improved computational efficiency than
state-of-the-art methods.

[. INTRODUCTION

The theory of set invariance provides key tools for the
synthesis and analysis of control schemes for dynamical
systems [1]. These tools can be used to construct robust
positive invariant (RPI) sets for uncertain dynamical systems,
i.e., regions of the state-space in which the system remains
for all future times, for all possible uncertainty realizations.
RPI sets find application in the design of control schemes
for constrained uncertain dynamical systems, such as Robust
model predictive control (RMPC) and reference governor
schemes [2]-[4], fault-tolerant control [5], [6]. Consequently,
the development of methods to construct RPI sets is a very
active area of research, see, e.g., [7]-[13].

Most existing RPI-based approaches are developed under
the assumption that the set of disturbances characterizing the
uncertainty set of the system is known a priori. In many
practical cases, however, while the set of admissible states can
be estimated from sensor measurements or given a priori as a
set of constraints to be satisfied, the set of disturbances acting
on the system might not be related to process noise stemming
from unknown dynamics, but it might be possible to use the
available information to suitably design it. A relevant example
is given by decentralized MPC (DeMPC) application such
as [14], [15], where the dynamic coupling between subsystems
is modeled as an additive disturbance, such that the disturbance
set on a given system represents the state-constraint sets of
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the neighboring subsystems. Another example is presented in
[16], in which the feedforward reference signal is a disturbance
acting on the system, and one needs to design a set of
reference signals that permit safe closed-loop operation. Such
disturbance set design problems can be appropriately tackled
using RPI sets, and we present one such method in this paper
using implicit RPI sets.

Given a disturbance set, there exist many techniques to com-
pute RPI sets. Of particular interest in our case is the minimal
RPI (mRPI) set, which is the smallest RPI set included in all
RPI sets corresponding to a given disturbance set [1]. Since
it is generally impossible to obtain an explicit representation
of this set for linear systems affected by additive disturbances
except under very restrictive assumptions [17], many methods
typically aim to compute tight RPI outer approximations of
this set [10], [11], [13], [18]—[20]. There also exist methods
to simultaneously synthesize both volume-minimized RPI sets
and the corresponding feedback controllers [21]-[24].

In this paper, we present a method to compute the largest
disturbance set for a constrained linear system that ensures that
the system constraint set is maximally covered by the system
reachable set under persistent disturbances; and provides safety
guarantees. We exploit the fact that the mRPI set is also
the O-reachable set [10], such that a large disturbance set
is one that minimizes the distance between the mRPI set
and the system constraint set. We previously tackled this
problem setup in [25], in which we considered a polytopically
parametrized disturbance set, along with a polytopically pa-
rameterized RPI set to tightly approximate the corresponding
mRPI set. We assumed that the normal vectors defining these
sets are fixed a priori. We then formulated an optimization
problem involving support functions over polytopes to com-
pute a suitable disturbance set. While the approach could
compute disturbance sets of an arbitrary shape, the main
limitations were that the set of feasible disturbance sets was
nonconvex and nonsmooth, thus requiring the development of
a specialized optimization algorithm to compute the distur-
bance sets [26], and the approximation error with respect to
the mRPI set could not be specified a priori. In this paper, we
present an alternative approach to tackle the problem. The key
differentiating aspects of the new approach are: (a) adopting
the u-RPI approximation of the mRPI set proposed in [11]
and permitting the approximation error p to be specified a
priori, and b) parameterizing the disturbance set as a convex
hull of boxes, overcoming the limitation of having to define
the normal vectors of the set a priori. These two choices
together allow the expression of the set of feasible disturbance
sets using linear inequalities that are easy to resolve. Finally,
the optimization problem that we formulate is smooth and
hence can be tackled using off-the-shelf nonlinear programing
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solvers. Exploiting the structure of the problem, we present an
initialization technique based on Linear Programing, and also
present several practical heuristics that we demonstrate to be
effective through numerical examples. In our methods, we do
not explicitly compute a representation RPI set, thus referring
to the current approach as implicit.

A few approaches have been proposed previously for com-
puting disturbance sets for constrained linear systems. In the
method proposed in [27], the largest disturbance set that
renders a known positive invariant set robust is computed. A
similar approach is used in [28] for synthesizing reduced-order
reference governors, where a positive invariant set is first com-
puted and then made RPI with the maximal disturbance set. In
contrast, our method co-synthesizes an RPI set (implicitly) and
the corresponding disturbance set (explicitly) using the system
constraint set. An alternative approach, proposed in [29], [30],
characterizes the largest scaling factor for a given disturbance
set that ensures the existence of a constraint-satisfying RPI set.
In contrast, our approach synthesizes arbitrarily-shaped poly-
topic disturbance sets, resulting in reduced conservativeness.

The paper is organized as follows. In Section III, we define
the problem tackled, and highlight the issues associated with
solving it exactly. We then develop a suitable approximation of
the problem in Section IV using implicit RPI sets, and present
an optimization algorithm to solve the resulting problem in
Section V. In Section VI, we present heuristic-based LP
approximations of the problem formulation. In Section VII,
we first present an illustrative example, and then compare our
method with the approaches of [25] and [27] over randomly
generated examples. Finally, we apply the method to synthe-
size constraint sets for reduced-order control schemes.

II. PRELIMINARIES

Consider sets X,)Y C R"”, and vectors a € R" and
b € R™. Given a matrix L € R™*", we denote by LX
the image {y € R™ : y = Lz,x € X} of X under the
linear transformation induced by L, and | L| denotes the matrix
obtained by element-wise application of the absolute value
operator on matrix L. We denote the i-th row of matrix L
by L;, an element in row 7 and column j by L;;. Given a
square matrix L € R"*", p(L) denotes its spectral radius.
The set B} := {z : ||z[|, < 1} is the unit p-norm ball. Given
two matrices L, M € R™*™ [, < M denotes element-wise
inequality. The symbols 1 and O denote all-ones and all-zeros
vectors respectively, and I denotes the identity matrix with
dimensions specified if the context is ambiguous. The set of
natural numbers between two integers m and n, m < n, is
denoted by I7, := {m,...,n}. The Minkowski set addition
is defined as XY @Y := {z+y : 2z € X,y € Y}, and set
subtraction as X © Y :={z: {z} ® Y C X}. If Y € X, then
X © ) is the empty set. Given a polytope X, we denote its
vertices by vert(X'), and given compact sets {X;,i € IV}, we
denote the convex-hull of these sets by ConvHull(X;, i € IYV).
Given compact set S C R”, matrix T € R*™ and vector
p € R!¥1, the support function is defined as

hirs(p) = max plz= ma p' Tw. (1

For compact sets S1,S> C R”™, support functions satisfy [8]

h51@32 (p) = h$1 (p) + hSz (p)a )
and the inclusion §; C Sy holds if and only if

hSl (p) < h32 (p), Vpe R™. 3)

Given a matrix M € R?7*", we denote by hrs(M) the g-
dimensional column vector with elements hTs(MlT ), i.e.,

hrs(M) := [hrs(M[) -+ hrs(M,)]".
For polytope R := {w : Mw < t} and compact set S in R,
SCR < hs(M) <hg(M) <t, “4)

Given § = z @ {z : —€* < z < €*} shaped as a box
with z,e* € R", the following property holds for the support
function [1, Chapter 6]:
hrs(p) =p Tz + |[p' T|e*. (5)

We recall some basic properties of set operations.

Proposition 1: [31] Let X,Y,Z C R” be any compact
and convex sets containing the origin, M € R™*™ be any
matrix of adequate dimension, and o > 3 > 0 be any scalars.
(WX CY=>MXCMY, OHXCYSXBZCYDZ,;
(©aX X =(a+p)X; (X XD,
(e) If & = ConvHull(z(;),7 € I}), then X € Y & Z holds if
and only if for each i € I, there exist y;;; € YV and z; € 2
such that T = Y + 2

[1l. PROBLEM DEFINITION
Consider the linear time-invariant discrete-time system
z(t + 1) = Az(t) + Bw(t),
y(t) = Cx(t) + Dw(t),

(6a)
(6b)

with state x € R™=, output y € R™ and additive disturbance
w € R™» . We assume that a set of output constraints is given:

Y:={y:Gy<g} with g € R™Y. (7

We define the reachable set of states from the origin, i.e., from
2(0) = 0, under the action of disturbances w(t) € W for all
t > 0 in t-time steps as

X(t, W) = {x Lx = X_:At_k_le(k), YV w(k) € W} ,

k=0
and the corresponding set of ¢-step reachable outputs as
Y, W) :=CxX(t, W) DW.
Observing that the reachable set of states satisfies the inclusion
X(t, W) CX(t+1,W), Vit>0,

if the disturbance set YV is compact, convex, and contains the
origin, we define the limit of reachable set of states as

Xa(W) = tlim X(t, W), (8)
—00
and the corresponding limit set of reachable outputs as

VW) := CXpua(W) & DW. )
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Then, our goal is to compute a disturbance set V that satisfies
ym(W) = y7

i.e., the reachable set of outputs is equal to the assigned set
of outputs ). Satisfying the equality in (10) exactly may not
be feasible, as ) is user-specified and can have an arbitrary
shape. See [25] for further details. Hence, we instead focus
on computing a disturbance set VV that satisfies the inclusion.

V(W) C Y, (1)

and minimizes the distance between the reachable set of
outputs Yy, (W) and the assigned output set ). To this end,
tackle the optimization problem

(10)

mvi)n dy(Ym(W)) (12a)
5.t VW) C ), (12b)
0ew, (12¢)

where dy(Ym(W)) measures the distance between the sets
Y and Y,,(W), and Constraint (12b) enforces the desired
inclusion in (11).The outer-inclusion problem with constraint
Ym(W) D Y can be solved with minor modifications to
the techniques presented in the sequel. However, for simplic-
ity of exposition, we discuss the inner-inclusion setting in
Problem (12). We present effective approaches for tackling
Problem (12) by focusing on developing suitable parameteri-
zations and approximations of the disturbance set V¥V and the
associated output reachable set Y, (V). By doing so, we can
reformulate Problem (12) into a form that can be tackled using
standard numerical optimization solvers.

Remark 1: Problem (12) can handle scenarios with inde-
pendent process and measurement disturbances by selecting
matrices C' and D appropriately, and defining W as the
Cartesian product of these disturbance sets. (]

Regarding the distance function dy(Yn(W)), a classical
choice is to use the Hausdorff distance between the sets
Y (W) and Y [25]. In this paper, we consider a slightly more
general formulation with

dy(Ym(WV)) := min{]lefl, : ¥ € V(W) @ B(e)}  (13)

defined using the set B(e) := {y : Hy < ¢} with H € R"5*™v
and € € R"5, in which normal vectors {H,'} are specified
a priori by the user. Since dy(:) is monotonic, i.e, for all
compact sets S1,S2 C ),

81 C8S CY = dy(S1) = dy(S2), (14)

Problem (12) computes a disturbance set YV that maximizes
the coverage of ) by the reachable outputs while enforcing
inclusion (11). Moreover, it prioritizes coverage of ) by the
output reachable set Y, (W) in directions indicated by the
normal vectors H,' to the set B(¢). The key difference between
using the standard Hausdorff distance and this method is that
these normal vectors are not restricted to a symmetric set B(e).

Remark 2: A typical choice for matrix H would be to
define it using the normal vectors of some p-norm ball. In
some applications however, only constraint enforcement is
desired in some output directions, while maximal reachability

in the others. This can be achieved by selecting the normal
vectors of B(€) appropriately, e.g., B(e) can be parameterized
as a reduced-dimensional polytope in R™v. ]

Remark 3: In Problem (12), alternative objective functions
such as the maximization of the volume of W can also be
explored, the encoding of which relies heavily on the distur-
bance set parametrization. The investigation and development
of such approaches, and comparison with the methodology
proposed in this paper is a subject of future study. (]

Before tackling Problem (12), we observe that the reachable
state set Xy, (W) in (8) is given by the infinite Minkowski sum

XuOW) = é A'BW.

t=0

(15)

This implies that, except under very restrictive assumptions on
(A, B,W) [17], computing an exact finite-dimensional repre-
sentation of the set X, (W), and hence Y, (W), is in general
impossible. Thus, Problem (12) is in general impossible to
solve exactly. This can, however, be ameliorated by adopting
the notion of RPI sets, as we now explain. To this end, we
make the following standing assumption of System (6).

Assumption 1: System (6) is strictly stable, i.e., p(4) < 1.
O

Under Assumption 1, we know from [8] that if the distur-
bance set W is compact, convex and contains the origin, then
X (W) and Y, (W) exist, are compact, convex, and contain
the origin. Moreover, as shown in [8], Xy, (W) is the smallest
(in an inclusion sense) RPI set of System (6a), i.e., if a set
Xrp1(W) satisfies the RPI inclusion

AXRPI (W) @® BW - XRPI (W),

then the inclusion X,(W) C Arpr(W) follows. Hence,
Xm(W) is also referred to as the minimal RPI (mRPI) set.
Then, defining a set of outputs corresponding to some RPI set
Arpi(W) as Yrpi(W) == CArpi(W) & DWW 2 Y(W),
the desired output constraint inclusion in (11) formulating
Constraint (12b) can be enforced through

Yrei(W) C V.

Thus, a typical approach to tackle Problem (12) involves
replacing the output reachable set )V, (W) with some outer-
approximating set Yrpr(W) defined using some suitable
finite-dimensional RPI set Xrp1(W).

Given a disturbance set W, there exist many techniques,
e.g., [10], [11], [13], [18], to compute tight outer RPI approx-
imations of the mRPI set. Thus, our contribution is directed
towards embedding such techniques within an optimization
problem framework for concurrent disturbance set and RPI
set computation. In [25], we adopted a polytopic RPI set
parameterization with fixed normal vectors from [13], [18]
to approximate the mRPI set in Problem (12), and also
parameterized the disturbance set as a polytope with fixed
normal vectors. While this approach permitted the computation
of disturbance sets of an arbitrary shape, it did not allow for a
priori specification of approximation error bounds and resulted
in a nonconvex set of disturbance sets verifying inclusion (17).
In this paper, we propose a new methodology that adopts

(16)

a7)
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the RPI set parameterization from [10], [11] to approximate
the mRPI set, and a novel disturbance set parameterization
based on convex hull of boxes. This approach allows us
to represent sets of arbitrary complexity without the need
for prior specification of normal vectors, and the RPI set
parameterization lets us fix the approximation error a priori.
The resulting set of disturbance sets verifying inclusion (17)
is represented using linear inequalities. However, we make the
slightly restrictive assumption that the output constraint set )
is more restrictive than necessary in [25].

Assumption 2: The output constraint set ) contains the
origin in its nonempty interior, such that g > 0. ]
We refer to our approach as using implicit RPI sets, since
unlike in [25], we do not explicitly compute a representation
of the RPI set, but rather use an implicit representation
parameterized by the disturbance set.

Remark 4: The developments can be adapted for output sets
Y of the form g @), with ) being a polytope containing the
origin in its nonempty interior and o such that ) does not
contain the origin, violating Assumption 2. The disturbance
set WV can then be represented as wg & W, with W and some
T satisfying the steady-state condition o = AZy + Bwg and
gJo = CZo+ Dwy. The values of (Zg, wy) can be pre-computed
by solving these conditions, and WV can be computed by
Problem (12) by replacing ) with ). Alternatively, (Zq, W)
can be computed along with JJ by introducing the steady-state
conditions as constraints into the problem. ]

IV. IMPLICIT RPI SET PARAMETRIZATION

In this section, we approximate Problem (12) using arbi-
trarily tight RPI approximations of the mRPI set X, (W). To
that end, we will rely on the following definition.
Definition: Given a disturbance set W, for a given p > 0, an
RPI set X, (W) is a u-RPI set for System (6a) if it satisfies
the inclusions

Xn(W) C X, W) C Xu(W) @ uBl. O (18)

To allow for a priori specification of the desired approximation
error, we will use property (18) of u-RPI sets to approximate
the mRPI set Xy, (W) in Problem (12) with a specified error
bound. This error bound dictates the level of conservativeness
introduced by approximating Problem (12) using X,,(W). In
order to observe this, we define the sets

Sy ={0€W:CXy(W)® DW C Y}, (19a)
Sy:={0€W:CX,(W)&DW C )}, (19b)
Sy ={0 €W : CXy(W) & DW & uCB™ C V}. (19)

For any user-specified p > 0, these sets satisfy S3 C So C &
as per the inclusions in (18). Defining some distance metric
D(-,-) over these sets, the inequality D(S;, S2) < D(S1,S3)
follows. Furthermore, S; is the feasible set of Problem (12),
and Ss is the feasible set obtained upon approximating the
mRPI set Xy, (W) in Problem (12) with the p-RPI set X, (W).
The conservativeness in this approximation is characterized by
D(S1, S2), that is upper-bounded by D(S;,S3) and dictated
by p. Thus, a small p > 0 reduces D(S1,S3), such that Sy
becomes a tighter approximation of Sj.

We will now recall a result from [11] to compute a p-RPI
set that, however, requires knowing the disturbance set JV. As
we do not have the set VW a priori, we will need to develop
additional theoretical results to exploit it.

Lemma 1: [11, Section III-B] Suppose that Assumption 1
holds. For some index s > 0, scalars o € [0,1), A € [0,1],
and disturbance set WV such that 0 € W, if

A*(BW @ ABLr) C a( BW @ A\BL) (20)
holds, then the parametrized set
s—1
R(s, a0 AW) == (1—a) ' A BWaABL) (21
t=0

is RPI for System (6a) with persistent disturbances w € W.
Moreover, if for some scalar 4 > 0, the inclusion

s—1
(1—a) ' @A (@BW@ABL) C uBle  (22)
t=0
holds, then R (s, o, A, W) is a u-RPI set. O

We briefly recall the rationale behind Lemma 1. For any
compact and convex disturbance set JV containing the origin
and for any index s > 0, the inclusion

s—1 00
X(s,W) = P A BW C PABW Z X, (W)
t=0 t=0

holds. Then, we know from [10, Theorem 1] that if the
inclusion A*BW C aBW holds for some index s > 0 and
a scalar € [0, 1), the scaled set (1 — «)~1X (s, W) is RPI
for System (6a) with disturbance set VV. However, as noted
in [11], there might not exist some parameters (s, «) satisfying
ABW C aBW unless the origin is included in the interior
of the set BW. This can occur, for example, if the rank of
matrix B is smaller than n,, thus posing a structural restriction
on the applicability of [10, Theorem 1]. To overcome this
limitation, a modification proposed in [11] involves perturbing
the disturbance set with some A € [0,1] as W()) := BW &
AB!= . Then, since the interior of YW()) is nonempty for every
A € (0,1], there always exists some (s,«) satisfying the
inclusion in (20), i.e., ASW()\) - aW()\). From [10, Theorem
1], it then follows that the set R(s, a, A, W) defined in (21)
is RPI for the modified system z(t + 1) = Axz(t) + w(t) with
disturbance set W()\) Finally, the result in Lemma 1 follows
from [11, Lemma 2], which states that every RPI set of the
modified system with disturbance set J/()\) is an RPI set for
System (6a) with disturbance set W. For the reasoning behind
inclusion (22) that leads to R(s, a, A, W) being a u-RPI set,
the reader is referred to [11, Theorem 3].

Since our aim is to construct a ;-RPI set approximating the
mRPI set Ay, (W), Lemma 1 provides us with the important
result that the parameterized set R(s, a, A\, W) is u-RPL. We
then use the parameterized set R(s, a, A, W) to approximate
the output reachable set YV, (W) as

O(s,a, A, W) := CR(s, a0, A, W) ® DW 2D Y, (W). (23)

Since O(s, o, A\, W) is an outer approximation of the output
reachable set )V, (W), the inclusion

O(s,a, A\ W) C Y (24)
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entails the desired output inclusion Y,,(W) C Y in (12b).
Hence, we propose to replace the constraint (12b) with (24).
Regarding the objective dy(Ym(¥V)) however, replacing
the output reachable set ), (W) by the approximation
O(s,a, \, W) would imply minimizing a lower bound to
Problem (12). This is because the inequality
dy(O(S, a, A, W)) < dy(ym(W))
follows from monotonicity of dy(-) in (14) since the inclusion
V(W) C O(s, a, \, W) holds. Hence, we propose to instead
consider the the [-step output reachable set defined using some
user-specified [ > 0,
-1

S(1,wW) =P cA'BW o DW,

t=0

(25)

and approximate the objective as dy(S(I,W)). Since the
inclusion S(I, W) C Y (W) holds for any user-specified
index [ > 0, the inclusion Y;,(W) C Y enforced through (24)
implies by monotonicity of dy(-) in (14) that the inequality
dy(Ym(W)) < dy(S(I,W)) holds. Hence, dy(S(I,W))
upper-bounds dy (Y (W)). Thus, we propose to approximate
Problem (12) to minimize an upper-bound as

mV%)n dy (S, W)) (26a)
s.t. O(s,a, A, W) C Y, (26b)
0eW. (26¢)

In this problem, the user selects the parameters H € R™5*"v,
Il >0 and p > 0. We present next a method to compute the
parameters (s, «, A) that characterize the RPI set, given some
. The choice of [ is independent of the parameter s that
characterizes the u-RPI set, and a larger value of [ can reduce
conservativeness of the bound dy (S(I, W)) to dy (Y (W)).

Remark 5: If the objective function dy () is defined as a
standard Hausdorff distance induced by some p-norm ball B;,"
for any S C Y as dy(S) :=min{ € : Y C S @ eB,"}, then
it satisfies the triangle inequality

dy(ym(w)) < d(’)(s7a,)\7W) (ym(W)) + dy(o(sa Q, /\7 W))

Then, we can replace dy(Vm(W)) with dy(O(s,a, A, W))
to minimize an upper-bound. The first term in this bound is
characterized by the RPI set approximation error y in (18) as

do(s,a ) (Ym(W)) <minf e : pCBY C eByv}.

In this paper however, we do not rely on the triangle inequality
property of dy(-), thus affording flexibility in its definition.
Instead, we use dy(S(I,W)) that only requires monotonicity
of dy(-) to be an upper bound to dy(¥m(WW)). This choice
allows the user to select an appropriate parameter [ > 0
that trades-off between conservativeness and computational
complexity. Moreover, it decouples conservativeness in the
objective from conservativeness in the feasible region that is
characterized by the RPI approximation error . O

To ensure that R(s,a, A, W) is p-RPI in formulating
O(s,a, A\, W) in (23), we need to satisfy the inclusions (20)
and (22) at the optimal solution with the parameters (s, a, ).
To guarantee this, we can consider the following approaches.

(1) Iterative verification: Problem (26) is solved with some
arbitrary (s, «, A). At the optimizer, inclusions (20) and
(22) are checked with the chosen (s,a, \). If verified,
then R(s,a, A\,V) is a u-RPI set and the procedure
terminates. Else, (s,a, \) are updated at the optimizer
to verify (20) and (22), and the procedure is repeated.

(2) Optimizing over (s,a, \): The parameters (s, o, \) are
appended as optimization variables, and inclusions (20)
and (22) are appended as constraints in Problem (26).

(3) Preselecting (s,a, A): Problem (26) is solved with
(s,a, \) chosen a priori such that inclusions (20) and
(22) hold for all feasible disturbance sets W.

Approach (1) requires an update strategy to update (s, «, \)

for convergence guarantees. Approach (2), while presenting an

attractive alternative since inclusions (20) and (22) verify by
construction, results in a computationally intractable optimiza-
tion problem. Further study of these approaches is subject of
future research. In this paper, we adopt Approach (3), i.e., we

select parameters (s, «, A) such that inclusions (20) and (22)

are verified by a set of disturbance sets VV that are feasible for

Problem (26). In the next subsection, we present this approach.

A. Preselecting RPI set parameters (s, «, \)

By definition, the requirement on parameters (s, \) to
adopt Approach (3) is that inclusions (20) and (22) must be
verified for all feasible disturbance sets ¥V of Problem (26).
In this paper, we relax this requirement to the following.

o Requirement (a): For some user-specified v > 0, param-

eters (s, a, A) are such that inclusions (20) and (22) hold
for all disturbance sets

WecLl,={W:0eW, BWC~Bx} (27

As we will show in the sequel, the restriction BW C vBlz
over the disturbance sets permits us to characterize a set of
parameters (s, a, A) satisfying the requirement. The formula-
tion of Requirement (@) motivates us to impose the additional
constraint BWW C vB7 in Problem (26) to obtain

mV%}n dy(S(I,W)) (28a)
s.t. O(s,a, A, W) C ), (28b)
BW C Bz, (28c)
0eW, (284d)

such that if parameters (s, «, \) satisfy Requirement (a), the
set R(s,a, \, W) formulating O(s,a, A\, W) is pu-RPI for
every feasible disturbance set W.
We impose the following additional requirement on the
parameters (s, «, A) to guarantee feasibility of Problem (28).
o Requirement (b): Parameters (s,a,\) are such that
there exists a disturbance set YW € L., satisfying con-
straint (28b).
In the following result, we translate Requirements (a) and (b)
into sufficient conditions on the parameters (s, a, A).
Lemma 2: 1f the parameters s > 0, & € [0,1) and A € [0, 1]
verify the inclusion
s—1
A1-a) ' @HcAB: C Y,

t=0

(29)
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then there exists some disturbance set WW € L., for any v > 0
such that the inclusion O(s,a, A\, W) C Y holds. Moreover,
if for some user-specified scalars p,y > 0, the inclusions

A'(Y+ MBI CadBl,  (30)
s—1
(1—a) ' @ A (ay + NB C Bz, 31)
t=0

hold, then R(s,a, \, W) is a u-RPI set corresponding to any

disturbance set W € L. O
Proof: Note that, by (23), we have
s—1
O(s,a, A W) = (1 — )" @ CA'(BW @ ABL) © DW.
t=0

Consequently, if inclusion (29) holds, then the inclusion
O(s,a, A\, W) C Y is satisfied by W = {0} € L., concluding
the proof of the first claim. For the second claim, if inclusion
(30) holds, then for any W € L., the inclusions
A*(BW @ \BLz) C A%(y + \)Be
C alBle
C a(BW & A\BY2)

— Since BW C yB52
— Directly from (30)
— Since 0 € aBW
follow from basic properties of set operations in Proposition 1,

such that inclusion (20) holds. Similarly, if inclusion (31)
holds, then for every disturbance set W € L., the inclusions

s—1
(1-a) ' P A (aBW e ABL)
t=0
s—1
C(1-a) ' @A ey +N)BL - Since BW C /B
t=0

C uBle — Directly from (31)

follow from basic properties of set operations in Proposition 1,
such that inclusion (22) holds. Consequently, by Lemma 1,
R(s,a, \, W) is a u-RPI set. [ ]

As per Lemma 2, parameters (s, a, A) that verify inclu-
sions (30)-(31) satisfy Requirement (a), and those that verify
inclusion (29) satisfy of Requirement (b). Hence, if parameters
(s, a, A) verifying inclusions (29)-(31) are used to formulate
Problem (28), then the problem is guaranteed to be feasible,
and for every feasible disturbance set W, the set R(s, a, A, W)
formulating O(s, a, \, W) is u-RPL

B. Computing RPI set parameters (s, a, \)

We will now present an algorithm to compute parameters
(s, @, A) verifying inclusions (29)-(31). To this end, we define
the set of all parameters (s, v, \) satisfying these inclusions
for some user-specified scalars v, > 0 as

Ay yi={(s,a,\) : s> 0,0€[0,1),A € [0,1], (29) — (31)}.

Then, suitable parameters (s, «, A) can be selected by solving

(s,a,A) € Ay i (32)

min s s.t
ENeD

In Problem (32), we compute the smallest index s satisfy-
ing inclusions (29)-(31), since the index s characterizes the

Algorithm 1 Solving Problem (32)

1: Require Matrices A, C, G, vector g, scalars vy, > 0
2: Imitialize: s =1, conv =0
3: while conv = 0 do

4 Solve H(s) for (a, \);

5: if H(s) is infeasible then
6 s+—s+1

7 else

8: conv <1

9: Return: (s, o, \)

number of Minkowski sums defining the set O(s, a, A\, W)
in (28b), and a smaller number is desirable for reduced com-
putational complexity. Unfortunately, solving Problem (32)
directly is not viable since s is a discrete variable. Thus, we
propose to solve Problem (32) iteratively by incrementing s
and searching for feasible parameters (a, A).

For some s > 0, we define the set of parameters (a, \) as

E’Y,#(S) = {(av )‘) : (57 a, )‘) € A’)’nu}v (33)
based on which we define the optimization problem
H(s) { max a+ X st (a,\) €L, (s). (34)

Using this problem, we define the iterative procedure to
solve Problem (32) in Algorithm 1. In the formulation of H(s),
we maximize « + A for numerical stability. However, since
we aim for feasibility, any objective can be used. We now
show that H(s) can be implemented as a Second-Order Cone
Program (SOCP) [32, Sec 4.4.2]. Note that since a € [0,1)
and A € [0,1], H(s) is bounded if feasible.

1) Implementation of H(s): To implement H(s), we encode
inclusions (29)-(31) using support functions. Recalling that the
set Y = ~{y : Gy < g} with G € R™*" from (7), and

denoting I,,, := [I,, —1I,,]", we note from (1)-(4) that
A s—1
@) = =) hoass(G) <y, (35a)
t=0
(30) < (v + Nhaepne (I,,) < arl,  (35b)
s—1
ay+ A <
6D = T ;hwm< D <ul (350
Exploiting Equation (5), we then define the constants
s—1 s—1
L= "hoapne (G) = |GCA', (36a)
t=0 t=0
olsl .— min { g /Lk]} , (36b)
il
s—1 ~ s—1 B
MU= 11N " g ()| =D T, AY2|, (360)
t=0 00 t=0 00

and observe that the support function
hASB’;oI (inx) = |inxAs|1 < ||AS||oo 1,

following the usual definition of oo-norm for matrices. Note
that LI € R™ following from dimensions of matrix G.
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Then, the support function inequalities (35a)-(35c) can be
written after simple algebraic manipulations as

(352) < A< (1 —a)l,  (37a)
(35b) = (Y+ ) [|4A%) o < al, (37b)
(35¢) — (ay + NMPF < (1 —a)u.  (37¢)
Hence, for a given s > 0, H(s) can be written as

max o+ A (38a)

a, A
s.t. (37a), (37b), (37c), (38b)
a€[0,1), Ae[0,1]. (38¢c)

While Constraints (35a) and (35c¢) in Problem (38) are linear
n (a, A), Constraint (37b) is nonlinear. However, it can be
written as a second-order cone (SOC) by exploiting the fact
that o, A > 0 in the feasible domain as follows. In these
arguments, we denote ¢ := || A®||  for notational convenience.

(Y+AC<ar & < (a—QA (3%a)

G4+ (a— (=N < (@—C+N?  (39b)

@HQZ_@J <a—CHA (39¢)
2

Taking the square-root on both sides of the inequality in (39b)
is valid since o« — ¢ > 0 from (39a) such that o — ( + A > 0,
and the left-hand-side of (39b) is nonnegative. The inequality
in (39¢) is an SOC, such that Problem (38) is an SOCP in
two-dimensions that can be solved very efficiently.

2) Termination of Algorithm 1: Algorithm 1 terminates in
finite time if and only if, for the user-specified v, > 0, there
exists some index s > 0 such that H(s) is feasible. This is
equivalent to the existence of some s > 0 such that the domain
L., . (s) of H(s) defined in (33) is nonempty, that is in turn
equivalent to non-emptiness of the set A, . In the following
result, we show that indeed A, is nonempty by following an
approach similar to that in [11]. However, our method differs
from this previous work due to the additional requirement of
satisfying inclusions (29) and (30).

Theorem 1: Suppose that Assumptions 2 and 1 hold. Then
the set A, , of parameters (s,c, ) verifying (29)-(31) is
nonempty for any user-specified v > 0 and p > 0. d

Proof: For any given vy, it > 0 and some s > 0, we recall
from (37c¢) that inclusion (31) is verified if and only if

(1—a) oy + )M < p. (40)
By rearranging this inequality, we obtain
a < (n—AMF) /(u+y M), (41)

Recallipg the definition of Ml from (36¢), we define its
limit M = hm Ms! and observe that since @t OAtB"*

is compact under Assumption 1 [8] and the inclusion

Q_} A'Ble C @ A'Bls
t=0 t=0

holds for any s > 0, the inequalities M) < M < oo hold
because of Equations (2) and (4). This implies that

(b= AM)/(u+yM) < (10— AME) /(e + M)

(42)

holds for any s > 0. Hence, for some user-specified v, u > 0,
if we select parameters a, A € (0,1) verifying the inequality

a < (= AM)/(p+~M), (43)

then inclusion (31) will be verified for any s > 0.
Regarding inclusion (29), we recall from (37a) that it holds
if and only if
1—a)" 'A< —= a<1-—2/08. (44)
from (36b), we define its limit

(45)

Recalling the definition of 6]
6 := lim 0°.

S5— 00
From the definition of L[* in (36a), we observe that L[ sl
monotonically nondecreasing in s for each component ¢ € ]1 y
and g is a constant, A¥ is monotonically nonincreasing in s.
We then define L; := lim L!* such that § = min {g;/L:}.
5—»00 iGHTy

Since ﬁi < oo under Assumption 1 and g; > 0 under
Assumption 2 for each component i € 17", the inequalities
6ls) > @ > 0 hold. This implies that 1 — X\/6 < 1 — /6]
such that that if we select some «, A € (0, 1) satisfying

a<1-—)/0, (46)

then inclusion (29) will be verified for any s > 0.

Thus, if there exist parameters a, A € (0,1) verifying
inequalities (43) and (46), then these parameters verify in-
clusions (31) and (29) for all s > 0. We now demonstrate the
existence of such parameters. To this end, we define

i},
and select A = d¢ for some ¢ € (0, 1). For any user-specified

u > 0, we have ¢ € (0,1) since 6, M > 0. This implies that
=6G € (0,1) for any § € (0,1). We also define

#(8) := min {(M — 8GN /(pu + M), 1 5@/é} . 48)

Then, substituting A\ = 4 in inequalities (43) and (46), we
observe that if #(J) € (0,1), then any a € (0,7(J)] verifies
these inequalities. Hence, it remains to show that 7(J) € (0, 1).

To that end, we note that since the inequalities G/ 0 >0
and p— SGM < ,u+’yM hold for every ¢ € (0, 1), we always
have 7#(6) < 1. In order to show that #(4) > 0, we consider
the following two cases, which are based on Equation (47).

Case 1: if ¢ = p/M < 0, for any & € (0, 1), we have either
#(8) = (1 — 8)/(u+ M) or #(8) = 1 — du/(M8) . Since
11,7, M > 0, the first option satisfies #(§) > 0. Regarding the
second option, the inequality 1/ M<6 implies

1—6u/(MG) = #(8) > 0.

Case 2: if § = 6 < M/M, for any ¢ € (0,1) we have either
7(8) = (u—060M)/(pu+~yM) or #(§) = 1—4. Since § € (0,1),
the second option always satisfies 7(0) > 0. Regarding the first
option, the inequality § < u/M implies

§M9<Mé§u =

g := min {min{,u, MY/ 47)

6M<M§Mé =

u751\;[é>0,

such that #(8) > 0 since y1,~, M > 0. Thus, for any 6 € (0,1),
we have 7(J) € (0,1), such that the parameters A = d§ and
€ (0,7(0)] verify inclusions (31) and (29) for all s > 0.
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Now, we show that there exists some « € (0,7(d)] and s > 0
also satisfying inclusion (30) with A = 4. To this end, we
recall from (37b) that inclusion (30) is verified if and only if

(YN [[A7 o < ar (49)
holds. Then, defining
ag(N) = (L +9/0) 147 (50)

we observe that for a given A € (0,1), v > 0 and s > 0,
a[s)(A) is the smallest value of o verifying inequality (49).
This implies that if A = 64, then a,)(64) verifies (49). Then,
since Assumption 1 entails that [33] 1i>m | A%, = 0, there
always exists some s = 5(J) such that apz5y(0) < 7(9).
Since such a triplet of parameters

(s =3(8),a € (0,7(9)], A = 6q),

Vée(0,1), (51)

also satisfies (31) and (29), the set A, , is nonempty. [ |

Thus, using Algorithm 1, feasible parameters (s, , A) can
be computed, using which Problem (28) can be formulated
with the guarantee that the set R(s,a, A\, W) is u-RPI for
every feasible disturbance set V. We now recall again the
formulation of this problem, in which we explicitly incorporate
the objective dy(-) defined in Equation (13):

min - [le], (52a)
st. O(s,a, A, W) C Y, (52b)
BW C 4Bz, (52¢)
0eW, (52d)

Y CSIW) @ B(e). (52e)

In the sequel, we present an efficient encoding of Problem (52)
followed by an optimization algorithm.

Remark 6: The conservativeness introduced due to con-
straint (52c¢), i.e., BW C yBZz, in Problem (52) with respect
to Problem (26), can be eliminated by selecting a v > 0 large
enough such that every disturbance set WV feasible for con-
straint (52b) satisfies (52c), thus rendering (52c) inactive and
making Problem (52) fully equivalent to Problem (26). This,
however, increases the complexity of Problem (52). As v > 0
increases for some fixed A € (0,1) and s > 0, the smallest
value of o = apg () verifying (49) increases, as observed
from the definition of apq()) in Equation (50). Then, the
value s > 0 required to verify (41) and (44) with a = a5 ()
increases. This implies that the set O(s, a, A, W) in (23) and
formulating (52b) requires a larger number of Minkowski sums
for its characterization, thus increasing complexity. (]

Remark 7: The level of conservativeness introduced by the
parameter ;v > 0 is dependent on the scale of the set ) and
singular values of matrix C, as observed from (19). Clearly,
smaller values of i lead to reduced conservativeness. However,
for systems with p(A) ~ 1, small values of u require large
values of parameter s to verify (41) and (44). This, in turn,
increases the complexity of Problem (52), as more Minkowski
sums are needed to characterize O(s, a, A, W). Thus, p must
be selected by considering these three aspects. (]

V. SOLVING PROBLEM (52)

We now present a tractable encoding of the constraints of
Problem (52), followed by an optimization algorithm.

A. Inclusions (52b) and (52c¢)

To encode inclusion (52b), ie., O(s,a, A, W) C Y, we
recall that the constraint set is given by Y = {y : Gy < g},
and the set O(s, a, A, W) is defined in Equation (23) as

s—1
Os,a, AWW) = (1 — o) @ CA'(BW & AB) @ DW.
t=0

Defining the matrices

G = (1—a) 'GOA', Viel3™,  (53)

we observe that the inclusion is verified according to Equa-
tions (1)-(4) if and only if the support function inequality

s—1 s—1
> hew(Gly) + how(G) < g =AY hgne (Gry)
t=0 t=0
holds . Similarly, inclusion (52c¢), i.e., BW C vBl=, is verified
if and only if the support function inequality

(54)

hBW (Inz) S ’717

holds according to Equation (4). In order to encode the support
function inequalities in (54) and (55) efficiently, we propose
to use the disturbance set parameterization

(55)

(56a)
(56b)

W = ConvHull (W(wm,eg]), jely ) :
W(w[j],eﬁ]) =) O {w : —EFJ)»] <w< eﬁ]},

Le., as a convex hull of boxes {W(wy;}, (%), j € IV} where
N > 1 is a user-specified amount of boxes, such that W
is characterized by parameters {w;),e(; € R",j € IV}
This parameterization presents a representational advantage
over popular polytopic parameterizations such as zonotopes
[34] that are constrained to be symmetric and hence can be
conservative, and a computational advantage over parame-
terizations such as halfspace-representations [25], zonotopic
intersections [35], constrained zonotopes [36], etc. that are not
immediately amenable to a simple encodings of the support
function inequalities (54)-(55). The number of variables re-
quired to represent this parameterization is NV x 2n,,. We note
that a pure vertex parameterization of JV is a special case
of the parameterization in (56) with the additional constraint
67[‘;] = 0 for all j € I{. Hence, the techniques presented in
the sequel apply to the vertex parameterization with minor
modifications.

Remark 8: In order to represent a polytope W characterized
by M vertices, a purely vertex parameterization of WV requires
L, = M xn,, number of variables, while the parameterization
in (56) requires Ly, € [ceil (M/2™), M] x 2n,, number of
variables. The lower bound on Ly, follows since each box can
describe at most 2" vertices of W, and the upper bound
follows if each GFJ}J = 0. The exact value of L;, depends on

the geometry of W, and the development of results relating
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them is a subject of future study. In our experiments on high-
dimensional systems, we frequently encountered Ly << L,
emperically demonstrating that the parameterization in (56)
would be preferable over a pure vertex parameterization of V.
This is expected, since it is known that the number of vertices
M can increase exponentially with the dimension n,,. ([

To encode (54) and (55) for the disturbance set param-
eterization in (56), we rely on the following general result
regarding support functions over convex hulls of polytopes.

Proposition 2: Given any polytopes {Q; C R™, j € I},
and denoting the convex hull Q := ConvHull(Q;, j € I¥),
then for any matrix T € R and vector p € R/, the support
function for the set TQ at p is given by

hpg(p) = max hro,(p). 0O 67
WASES

Proof: Since the set Q is a polytope that is the convex
hull of polytopes {Q,, j € I{}, we know that

vert(Q) C Uji_ vert(Q;),
hz:zeulQ, ¢ 0.

Defining r := T'p, we know from the support function
definition in (1) that (57) holds if and only if

(58a)
(58b)

Inag( I‘TZ = Imax {
z€Q Jer

We now prove (59) by contradiction. Suppose that

T
max T Z[ - %59)
251€Q;) [J]}

max r'z > max { max rsz}, (60)
z€0 Jell L#5€Qy

which holds if and only if there exists a vertex z* € vert(Q)
such that r"2* = max r'z and 2* ¢ UI_ vert(Q;). Since

z€Q
this contradicts (58a), (60) cannot hold. Now, suppose

max r'z < max { max rsz}, 61)

2€Q jer  (21€<

which holds if and only if there exists some z* such that
zt e Ug-:le and Z* ¢ Q. Since this contradicts (58b), (61)
cannot hold and the proof is complete. ]

Using Proposition 2 with Q; = W(ﬁ)m,eﬁ?]), q = N and
Q = WV as per the definition of the disturbance set in (56), and
recalling the expression for support functions of over boxes
from (5), the support function over W for any given matrix
T € R™>™ and vector p € R! is obtained as

how (p) = max {p' Ty +[p Tlefj}.  (62)
Jely

We now exploit (62) to encode (54)-(55) as linear inequalities.
Firstly, inequality (54) holds by Equation (62) if and only if

s—1
Z (max {G[t]Bw[j] + G[t]B|€E]}> +

—0 jery

(jrg?? {GDay + |GD|€E‘;.]})
s—1

<g-A> |Gyl

t=0

(63)

To encode (63), we introduce Q := {Q € R™¥, t € ]Ig_l}
and r € R™¥, along with the inequalities

vjel, | GuBuy + |Gy Bl < Qu

a1 (64)
Vie ]IO GD’(I)[j] + |GD|€7[;] <r.

Then, the inequality in (63) holds if and only if there exists
some (Q,r) satisfying the inequalities in (64) along with

s—1 s—1
S Qutri<gi - A [Guill, VieI™. (65
t=0 t=0

Thus, we encode the support function inequality in (54) for the
disturbance set parameterization in (56) as the linear inequal-
ities (64) and (65). Similarly, support function inequality (55)
holds according to Equation (62) if and only if

L, By + I, Blefy) <1, Ve (66)
B. Inclusions (52d) and (52e)

We encode inclusion (52d), i.e., 0 € W, by enforcing the
inclusion 0 € W(w[l],eﬁ’]) for simplicity through

I, L, _
iz Jos [ Lo
since 0 € W(w[l],eﬁ]) implies 0 € W from (56).

In order to encode inclusion (52¢), i.e., Y C S(I, W)®B(e),
we recall from (25) that S(I, W) = @._) CA'BW @ DW is
the [-step reachable set. Note that the inclusion holds according
to (2)-(3) if and only if the support function inequality

w

€
(1]
w

(67)
1)

-1

hy(P) <> hcasw(P) + how(p) + hs (p)
t=0

(68)

is verified for all p € R"v. If the hyperplane notation of W is
known, then [34, Theorem 1] can be used to to derive sufficient
linear conditions for (68). Unfortunately, since the hyperplane
notation is unknown a priori, we rely on Proposition 1(e) to
encode inclusion (52e). Denoting {yy;, i € I7”} := vert(Y),
and recalling the definition of S(I, W) from (25), we know
from Proposition 1(e) that inclusion (52e) holds if and only if

{{W[lit]7 te Hé_l}, Wﬁ]} ew,
b[i] S B(e),

-1

such that yj; = Y CA'"™'"'Bwl, + Dw?y + by, (69b)

t=0

Viel™, 3 { (69a)

where, for each i € H’l’y, feasible disturbance sequences
in (69a) drive the output of System (6) in [-steps to some

-1

v () =Y CA™''Bwl, + Dwi,

t=0
that belongs in the vicinity of vertex y(;) as y(;—y; (1) € B(e).
We will show in the sequel that the conditions in (69) verifying
inclusion (52e) can be tractably encoded using necessary and
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sufficient conditions for the disturbance set parameterization
in (56). To that end, we make the following assumption.

Assumption 3: Vertices {y[;),i € I;”} of Y are given. [J

In order to encode the conditions in (69), we need to
enforce the point-wise constraints wj;,; € W and wf, € W
in (69a). According to the parameterization of W in (56), these
constraints can be enforced by guaranteeing that points w[li 4
and w?, belong to the convex hull of boxes W(w[j],em). In
the following result we show that this condition is equivalent
to enforcing w[ 4 and w[ | to belong to convex hulls of points,
with each point belonging to a box W (wy;, [j]).

Proposition 3: Given the disturbance set parametrization in
Equation (56), there exists some tv € W if and only if there
exist some tof;; € W(wy, []) for each j € IV such that
e ConVHull( ] J € ]I1 ). O

Proof: Sufficiency follows by observing that

to € Coanull(m[j] S W(ﬂ)[j], Gﬁ]),j S Hjlv) =teW

from Equation (56). For the necessary condition, we define
{op,1 € ™} = vert(W(wy), ¢}%)), and note that if the
point v € W, then there exist pj;; = 0 satisfying

N /onw gnw
- Z <Z p[ji]u[ﬁ]> ) Zzp[ﬂ =1, (70)
=1 \i=1 j=11i=1

by convexity of WW. Then, we define py;) := Zfl; iy, and

consider the two following cases:

onw
1) If pj; >0 Set oy : (Zp[” n[ﬂ]> n

2) If ﬁ[j] = 0: Select any n[j] € W(w [j]ae[j])'

We note that vf;] € W(wy),€f}) in Case 1, and Case 2
S pyg =0, Vi€ ", Finally, observe that (70) can be
rearranged as tw = Z] 1 Ppjb;) and ZJ 1P = L. The
proof concludes by setting 1o(;) = v € W(wm,e[ ]) [ |
Using this result, we replace inclusions W[lt] WM € Win (69a)
with the equivalent inclusions

[”] € W[zt] = COHVHUH( [111‘,]] S W(ﬂ/[]], GE]),] c H{V),
W[z] € W[Z] = ConvHull(w [2]] € W(wy, €f)),5 € vy,
(71)

by introducing variables W[m], [m € W(wp), e 7 ]) Then, we
write the conditions in (69) equ1valent1y as

Viell, Viely, viell”, (72a)
-1
vig =Y CA™'"'Bwly + Dwi + by, (72b)
t=0
N
1 _ 2 =2
Wiit] = Zﬁm i) Wi = Z»@[mw[m, (72c)
j=1

Z Blits) =

N
2 2
Bley) 2 0 Y _ By = 1,88, 20, (72¢)
i=1

b[i] S B(E), (721)

Variable Dimension Variable Dimension
x 2Nny + (s + 1)my 3 vy X N(I+1)
w vy X ([ + 1D)ny z ng + vy X ny
w vy X N+ 1)ny

TABLE |: Dimensions of variables defined in (73).

Constraint #
(64)-(66), (67) (s 4+ 1)my + 2(nz + nyw) Lin. ineq.
(72b) vy X ng Lin. eq.
(72¢) vy X (I + 1)n Bilin. eq.
(72d) vy X 2N (I + 1)n, Lin. ineq.
(72e) vy X N(I+1) Lin. ineq., vy X (I+1) Lin. eq
(72f) vy X np Linear ineq.

TABLE [l: Number of constraints.

in which the variables ﬁ[ll 4 and 5[21 ;) are introduced to encode

the convex-hull inclusions in (71) through (72c) and (72e).
Thus, we encode constraints (52b)-(52e¢) as (64)-(66), (67)

and (72) respectively. For simplicity of notation, we define

X = {{wm, 1] € ]Il 1, Q,r}, (73a)
W= {W[iﬂ,wm, eI, tel) ™y, (73b)
W= { Wiy, Wiy, €Yt el eI}, (730)
B:= {Bﬁim Bhp i€l telyjell},  (73d)
z:=[e by - by " (73e)
and denote v := {x,w, W, 3,z}. Over these variables, we

denote the constraints in (64)-(66), (67) and (72) as
x satisfies (64)-(66), (67) < Ax<b, (74a)
w, z satisfy (72b) < Cyw+ Cuz=h, (74b)
w, w, 3 satisfy (72c) & gw,B)=w (74¢)
x, w satisfy (72d) < Dyx+ Dgw <0, (74d)
3 satisfies (72e) & B2>0, TgB=1, (T4e)
z satisfies (72f) < E,z <0. (741)
Finally, we define the cost vector ¢ :=[1,;, 0, , ]", such

that ¢"z = ||¢||, . Then, we write Problem (52) as
min c'z (75a)
v={x,w,w,8,2}

s.t. Ax < b, (75b)
Dix+ Dgw <0, (75¢)
Cuw+Cuz=h (75d)
E,z <0, (75e)
B=0, TgB=1, (751)
g(w,B8) = (75g)

The number of variables and constraints defining Problem (75)
are shown in Tables I and II respectively, in which we observe
that the number of variables and constraints scale linearly with
the number of vertices vy of the output constraint set ). This
problem is composed of a linear objective and polyhedral
constraints, along with bilinear equality constraints in (75g)
resulting from (72c). Since this problem is smooth, it can be
solved to local optimality using any off-the-shelf nonlinear
programing (NLP) solver [37].
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V1. APPROXIMATE SOLUTIONS OF PROBLEM (52)

While an NLP approach can be used to solve Problem (75),
the implementation of NLP solvers can be cumbersome in
practice. Moreover, the quality of solutions computed by an
NLP solver on a non-convex problem depends on the initial
point. Hence, we now present a simple LP-based algorithm
to approximately solve Problem (52). The output of this
algorithm can be used to initialize an NLP solver to solve
Problem (75).

The algorithm is based on the observation that the bilinear
equality (75g) can be reduced to a linear equality by fixing
the value of 3. This reduction of the bilinear equality leads to
a simplification of Problem (75) to the LP
w(B), W.,z(B)} :=argmin c'z

{x.. :
P(Br) st (75b) — (75e),
g(wv /Bf) =W
where 3; is some value of 3 that satisfies constraint (75f)

A special case of arises when the number of boxes parame-
terizing the disturbance set is equal to the number of vertices
of the output constraint set ), i.e., N = vy. Then, problem
P(Br) can be solved with the components of B selected as

1, if i = 7,

Viel Vtely™, By, B = { (76)

0, otherwise.

This is equivalent to enforcing the disturbance sequences
{wiys t € L1y, wi,} corresponding to vertex y(;) of the
disturbance set ) ms1de the box W (wy), €f;)), instead of in the
set YV as done in (69a).

While P(8¢) provides an efficient way to approximate
Problem (75), conservativeness can be reduced further by also
optimizing over 3. To this end, we observe that Problem (75)
reduces to an LP also for a fixed value of w. Based on this
observation, we propose to solve the LP

{W., 24,8} ;= argmin c'z
B w,z,3
Q(w.) s.t. (75d) — (750),
g(v‘v*, ﬁ) =W

where W, is an optimizer of problem P(3¢). Using LPs P(3r)
and Q(w,), we define an alternating-minimization procedure
in Algorithm 2 to approximately solve Problem (75), in
which we select 3 = B3, and repeat the steps. We use the
superscript [ to denote the iteration index. This procedure
can be interpreted as follows. Using P(3¢), a disturbance
set VW characterized by variables x is computed by selecting
the disturbance sequences w(3). Then using Q(w.), these
sequences are updated to w, by optimizing over 3, while the
sets W[lit] and W[QZ characterized by w, are kept fixed.
Proposition 4: Algorithm 2 terminates in finite time for any
¢ > 0 with feasible iterates. O
Proof: For any ¢ > 0, since (w( I= 1]) z( LL_”)) com-
puted by P(ﬂkfl}) are feasible for Q(wg]), whose optimizers
(wi) 2! are in turn feasible for P(8!)), the inequalities

T2(B ) > ¢Tald > eTa(Bl) > Tl

(77)

Algorithm 2 Alternating-minimization for Problem (75)

1: Input: Initial 8 = ﬂLO] satisfying (75f);

2: Set ( >0, conv=0, =1,

3: while conv =0 do

4 Solve P(BY™Y) for {xm w(al ™, wl 2

5. Solve Q(w!) for {WLL],ZLL]7 LL]},

(ﬁi”_”)};

6: if :>1andc'z! >c 2"V — ¢, then

7: conv < 1;

8: else

9: VM<—{ [+ W*7w*,ﬂ*,z* },L(—L-‘rl;
10: Output: v!

hold, such that ¢"z(8Y) and ¢Tz!" are nonincreasing in [1].
By construction of Problem (75), we know that c'z > 0 for
all feasible z. Thus, ¢"z(8Y) and ¢z are bounded below,
such that for ever%/ ¢ > 0, there exists some ¢ < oo such that

c'z [L > cTz[L — ( holds, concluding the proof of finite
termination. Feasibility of iterates VL] follows since P(3x b= 1])
and @(ﬁ:!ﬂ) enforce the same constraints as Problem (75). ®

Remark 9: The use of set parameterizations that have a
closed-form linear expression of support functions is a viable
alternative to the disturbance set parameterization in (56).
Affine transformations of p-norm balls, such as zonotopes,
are a specific class of set parameterizations that admit such
expressions. Additionally, by leveraging Proposition 2, we
can represent the disturbance set as a convex hull of affinely
transformed p-norm balls while still maintaining a linear
inclusion encoding. We refer the interested reader to [38,
Chapter 5], in which the disturbance set is parameterized as a
convex hull of fixed-orientation zonotopes and exploits results
from [39] to formulate Problem (52) as an LP. O

VII.

We now present numerical examples to illustrate the main
ideas of our approach, compare performance with the state
of the art, and demonstrate an application of the methods for
control design. For further comparisons, we refer the reader
to [38, Chapter 5]. Within these examples, we perform SOCP
computations in Algorithm 1 using MOSEK [40], and LP
computations in Algorithm 2 using Gurobi [41]. We use the
output of Algorithm 2 to initialize the Primal-Dual Interior
Point solver IPOPT [42] to solve Problem (75), and use the
MPT-toolbox [43] for plotting the sets. The computations were
performed on a laptop with an Intel i7-7500U processor and
16GB of RAM running MATLAB R2017b on Ubuntu 16.04.

NUMERICAL EXAMPLES

A. Simple lllustrative Example

We consider the randomly generated system

—0.5844 —0.2378 —0.2015 0 08974
A=|-02378 00368 06915 |,B=| 0 —1.8597],
—0.2015  0.6915 —0.0162 0.8903  0.9479

c_[ 0 20001 -0.402]  _[-08078 0
T 109894 0 1.1447 | = 109676 0.6751]
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with output constraint set ) = {y : Gy < 1} defined with

—0.9868] "
—2.0995

—0.4489
2.1848

—1.9691
1.2596

1.0364
0.8726

1.4018

G= —0.3397

We select ;1 = 1073 and v = 0.2 in Algorithm 1. The choices
of v and p are motivated by the observations in Remarks 6-7,
i.e., based on Y, C and p(A). Using the MOSEK [40] SOCP
solver, we converge in 0.19s with s = 59, a = 6.789 x 1074,
A = 6.784 x 107°. Then, we select N = 4 boxes in R? to
parametrize WV in (56), and use | = s = 59 to formulate (72).
Finally, we choose a uniform 6-sided polytope in R? to define
B(e), using which we formulate Problem (75). This choice
allows us to maximize coverage of ) in all directions.

To address Problem (75), we adopted Algorithm 2 with
an initialization of 3 as ﬁ[litj],ﬁﬁ.j = 1/N. The algorithm
converged after 10 iterations with ||e||; = 1.0962, with average
iteration time of 0.3792s. The resulting disturbance set and the
corresponding output reachable set obtained at termination of
are plotted in Figure 1 using thick blue lines, along with the
progression of ||e|[; over the iterations. We initialize IPOPT
with the Algorithm 2’s output to solve Problem (75) and obtain
llell;, = 1.055 at termination. The disturbance set and the
corresponding output reachable set at termination are shown
in Figure 1. we observe that the only contribution to the
Lagrangian Hessian stems from the bilinear constraints, which
are nonzero only on off-diagonal blocks. Because IPOPT
computes a positive-definite Hessian approximation by simply
adding a positive diagonal matrix, we observed that it is
beneficial to neglect the contribution to the Lagrangian Hessian
of these bilinear terms. We therefore pass a zero Hessian
approximation to IPOPT. In this case, IPOPT converges in 281
iterations in 14.7236s. Passing the exact Lagrangian Hessian
results in convergence in 994 iterations, taking 69.1807s and
producing ||e||; = 1.0826.

We compare our approach to the explicit RPI (ERPI) set
method proposed in [25] for solving Problem (12). ERPI uses
fixed normal vectors to parameterize an RPI set and a distur-
bance set, resulting in ||¢||; = 1.2039 when using 163 and
16 hyperplanes, respectively. Our implicit RPI set approach
achieves reduced conservativeness, as shown in Figure 1.
While the solution of the ERPI approach can be refined by
increasing the number of hyperplanes parameterizing the sets,
the resulting computational complexity would greatly increase
due to the quadratic increase in variables and constraints.

We analyze the impact of the number of boxes N param-
eterizing WV in (56) when solving Problem (75). We vary N
from 1 to 10, and for each N, we run Algorithm 2 with
Bﬁitj], Bﬁj] = 1/N, the output of which we use to initialize
IPOPT. Figure 2 shows the resulting ||e||; values and CPU
times. The trend of reducing ||¢||; as NNV increases is generally
observed but not strictly monotonic due to the nonlinear
optimization procedure’s nature. Algorithm 2 takes less than
10s in the majority of cases, while IPOPT requires around
30s for larger NV plus the initialization time using Algorithm 2.
Using Algorithm 2 output as IPOPT’s initial guess can produce
an acceptable solution for Problem (75). The values of |||,
are higher when IPOPT is initialized with an all-zero vector,
demonstrating the importance of a good initial guess. For

1.524 - — ||}, —1POPT — ERPI|
H\ (B — 111y

120 | \\

1.17F

1.05

L L Iteration index ¢
—1 10
Algorithm 2 ERPI approach DERPI approach

0.01
DW EwW( u[,] e[/])

-0.01

-0.02

woy
Yo

-0.03

-0.04

-0.05
O3 mO(s,a, A\, W)

-0.1 0 0.1 -0.5 0 0.5

wq Yy
Fig. 1: (Top) Convergence of Algorithm 2 at ¢+ = 10 with
lell; = 1.0962; (Bottom-Left) Disturbance set W with boxes
W(w[j], ef’;.]) in (56). The bottom right vertex corresponds to
box j = 2 with €%, = 0 and w;, = [0.0951 — 0.0481];
(Bottom-Right) Output constraint set ) and the output reach-
able set O(s, o, A\, W). Black lines are the output trajectories
y(t) of the system when initialized with z(0) = 0 (Yellow
dot) and subject to random inputs w € YW. We observe that
y € O(s,a, A\, W) C Y holds. The thick blue lines indicate the
solution at the termination of Algorithm 2, which is the initial
guess to IPOPT for solving Problem (75). The thick green lines
indicate the sets computed using the ERPI approach in [25],
with the disturbance and RPI sets parameterized with 16 and
163 hyperplanes respectively.

example, in the case of N = 4 and all variables initialized to
zero, IPOPT converges with ||e||; = 1.0927 in 328 iterations
instead of ||e||; = 1.055 in 281 iterations.

B. Comparison with the approach of [25]

We compare the performance of our implicit RPI (IRPI)
approach with the ERPI approach proposed in [25] to solve
Problem (12) for 24 randomly generated systems of dimen-
sions listed in Table III. Figure 3-(Top) illustrates the values
of p(A) for each system. We set Y = B5Y and use the matrix
H =[I —1]" to define B(e) for all examples. We employ
Algorithm 1 to compute the RPI set parameters (s, v, A) with
pu = 1072 and v = 1. The parameter s values are listed in
Table III, and («, \) values are plotted in Figure 3-(Top). The
average runtime of Algorithm 1 across all examples is 0.3411s.
We set N = 5 to parameterize the disturbance set, and
choose | = s to parameterize S(I,W). We use Algorithm 2
to compute an initial point for [POPT to solve Problem (75).
We label the total runtime of Algorithm 2 and IPOPT to solve
problem (75) as tirpr, and the objective value as ||errp1]|;-

Regarding the ERPI approach of [25], we recall that the
RPI and disturbance sets are parameterized with fixed normal
vectors as Axprt(W) = {z : Bz < €, i € I{"*} and
W ={w: Fiz <€, i € I]"" } respectively. The dimensions
(mx,mw) are shown in Table III. We solve the optimization
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L5 [|e[|1 at termination Computation time [s]
14 m
1.3 —Alg.2

: —IPOPT
12 20 — IPOPT"
1.1

N—=2 4 6 8 10 N =2 4 6 8 10

Fig. 2: Effect of number of boxes N parameterizing the
disturbance set W on Problem (75). The nonmonotonicity
of ||€]|; is because of the nonlinear nature of the problem.
However, as expected in general smaller values of |||, are
obtained as N increases. Red lines indicate solution of IPOPT
when initialized with output of Algorithm 2, and green lines
indicate solution with initial guess all-zero. Observe that
smaller values of ||¢||,; are computed if IPOPT is initialized
with the solution of Algorithm 2.

problem resulting from the ERPI approach using the spe-
cialized smoothening-based interior-point algorithm presented
in [26]. We label the runtime of this algorithm as tggrpr, and
the objective value as ||egrpi|;-

Figure 3-(Bottom) shows the ratios of objective values |||,
and solution times between our IRPI approach and the ERPI
approach. We observe that our IRPI approach yields much
smaller ||e||, values and consumes significatly less time. The
smaller ||e||; values stem from our approach not enforcing a
specific RPI set representation a priori, while the reduced com-
putation time is due to the cheap support function evaluations
because of the parameterization in (56). The minimum value
of ||egrpill; / lerprl|; is 1.0042 for Example 8.

At the output of the ERPI approach, we compute the
approximation error puggrpr of Xrpr(W) with respect to the
mRPI set Xy, (W). We plot these values in Figure 3-(Top) in
blue, in which we observe that the ERPI set approximation
error is larger than p = 1072, We perform the same operation
to compute pyrpr using the solution of the IRPI approach, and
as expected we obtain purpr < 10~2 (Shown in green). While
perpr can be reduced with larger my, the computational
complexity increases quadratically. Hence, the IRPI approach
is a more attractive alternative to tackle Problem (12).

Finally, we use our IRPI approach to tackle Problem (12)
for higher dimensional systems. Because of the large values
of n,, the large number of hyperplanes mx required to
represent an RPI set in the ERPI approach results in the
system running out of memory, thus effectively failing to
tackle Problem (12). On the other hand, the IRPI approach
succeeds in tackling Problem (12) The system details and
the results of the IRPI approach are shown in Table IV, in
which we select the parameters (u,7y,Y, H, N,l) in the same
way as for the examples in Table III. We observe that despite
being successful, the computation time of the IRPI approach
scales poorly with dimension of the output constraint set ).
This is because the number of vertices vy = 2"v leads to an
exponential increase in the number of variables and constraints
defining Problem (75) with n,. This issue can be tackled if
we encode Y C S(I, W) @ B(e) directly using the hyperplane
representation of ), a subject deferred to future research.

# (nzgnwanyaS;mX’mW) # (nz,nun"yvsamX»mW)
1 (2,2,2,8,12,6) 2 (2,2,3,15,12,6)

3 (2,3,2,12,18,42) 4 (2,3,3,2,18,42)

5 (2,4,2,9,20,80) 6 (2,4,3,17,8,80)

7 (3,2,2,13,34,6) 8 (3,2,3,14,34,6)

9 (3,3,2, 16, 36,42) 10 (3,3,3,16,35,42)

11 (3,4,2,7,34,80 12 (3,4,3,11,34,80)

13 (4,2,2,18,68,6) 14 (4,2,3,4,8,6)

15 (4,3,2,18,74,42) 16 (4,3,3,10,75,42)

17 (4,4,2,7,80,80) 18 (4,4,3,13,53,80)

19 (5,2,2,7,67,6) 20 (5,2,3,6,20,6)
21 (5,3,2,5,72,42) 22 (5,3,3,6,102,42)
23 (5,4,2,5,118,80) 24 (5,4,3,7,108,80)

TABLE llI: Randomly generated systems

# | (na,nw,ny, p(A4), s, lemprlly , tirpilsl, pirpr)
1 (10, 5,2,0.6975, 40, 0.5166, 45.4723, 0.0073)

2 (20, 10, 3,0.69, 38, 1.0529, 258.9705, 0.0062)

3 | (50,20,4,0.699,42,1.3626, 1.1432 x 104, 0.0064)
4 (100, 20, 2, 0.8, 76, 0.3093, 197.892, 0.0061)

TABLE IV: Higher-dimensional systems

C. Comparison with the approach of [27]

We compare our approach with that of [27] for computing
the maximal disturbance set. For simplicity, we consider LTI
systems with B,C =1 and D = 0 such that ) is the state
constraint set. Their approach assumes to know a PI set A’p;
inside Y for the system z(t + 1) = Ax(t), and computes the
maximal disturbance set as Whax = Ap1 © AXp1. Hence,
they render Ap; robust against the disturbance set Wiax,
and the inclusion C X, (Wiax) € Y holds since the mRPI
set Xy (Whax) 18 included in the RPI set. Thus, Wiyax is a
feasible solution to Problem (12). As in [28], we compute
Xp1 using the algorithm in [8] by choosing it to be the largest
A-contractive set for the system x(t 4+ 1) = Ax(t) inside Y.

For comparison, we consider an LTI system with matrix
—0.4918 0.3255

A=103500 0.7231
A. We begin by determining the largest 0.99-contractive set

within ) and use it to compute Wi.x. Next, we solve
Problem (75) to obtain the set WV using the approach outlined
in Section VI. We simulate Algorithm 1 with g = 1076
and v = 2 to identify the parameters (s, a, \) required to
parameterize the RPI set R(s, o, A, W). We use N = 3 boxes
to parameterize WV along with | = s = 113 and H = [T — 1]
to define the cost function. At termination of Algorithm 2
and TPOPT, we obtain |le||; values of 0.746 and 0.545,
respectively. We further compute the ;-RPI set X, (Wmax)
using Lemma 1 with = 1079 for comparison. The resulting
dy(CX,(Wmax)) = 0.8254 confirms that our approach can
solve Problem (12) with reduced conservativeness relative to
Whax- This results from the synthesis of both an RPI set and
a corresponding disturbance set with the aim of maximizing
reachability in our case, while these phases are decoupled in
the synthesis of W,,.x. These sets are plotted in Figure 4.

, and ) the same as in Section VII-

D. Reduced-order controller synthesis

We will now present an application of the methods to
synthesize constraint sets for reduced-order control schemes.

We consider a system with state x = [z} =], input u € U
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Fig. 3: Comparison against the ERPI approach. The implicit
RPT approach tackles Problem (12) with reduced conservative-

ness and improved computational efficiency.
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Fig. 4: Comparison to [27]: W yields [l¢]|, = 0.545 (vs.
0.8254 as obtained with W, obtained using [27]).

and constrained output y € ), given by

f(z1)(2), 29 (1), u(t))
Apprjzp(t) + Ajgg g (t)

y(t) = Cryep(t) + Crayzpg (1),

i.e., with coupled dynamics and constraints between the sub-
states x[1] and w[p). For such a system, we aim to compute a
constraint set X[;) over the substates x[;) that satisfies

=y(t) €,

This problem is encountered, for example, in reduced-order
control [28], [44], decentralized control [15], [14], etc., in
which a subset of states x5 are inaccessible to the controller
that selects the control input u € U, but safe operation must
be ensured, i.e., y € ). Then, the output constraints must be
translated to constraints on the accessible states ;). Under
the assumption that p(Ap22)) < 1, a key observation towards
computing such a set X[y is that if 2(;)(t) € Xy forall £ > 0,
then substate x|y is constrained to the corresponding mRPI set
for the system Z[2) (t+1) = A[QQ]Z‘[Q] (t) + A[gl]l‘[l] (1), i.e

x(t+1)=

[ (t) € Xy Vit>0. (78)

[ (t) € Xy = ;L‘[Q]( ) € X ( @A[22]A[21 X

t=0

for all £ > 0. This implies that the desired set X;) satisfy-
ing (78) can be computed by solving the optimization problem

min  dy (Cry X (X)) ® CyXpy) (79a)
OEXD]
s.t. C[Q] X (X[l]) S C[I]X[l] c. (79b)

The problem at hand is similar to Problem (12) with the
disturbance set W represented by X[j. Hence, it can be
tackled using the methods presented in this paper, following
which feedback controllers can be designed for the subsystem
xpy(t+1) = f(zp(t), w(t), u(t)) with constraints x(;) € Xy,
u € U, and disturbances W € Xy, (X[y)). These controllers will
ensure that the system constraints y € ) are always satisfied.
Remark 10: In order to successfully design such robust
controllers, the set X[l] must at least contain a robust control
invariant (RCI) set for the controlled subsystem under the
action of disturbances w € X, (X[I]), i.e., the condition

f(zp), Xm(Xpy), u

must be satisfied. Enforcing condition (80) as a constraint
in Problem (79) is a subject of future research. It is worth
remarking that in the decentralized MPC scheme proposed
in [25], such constraints were successfully incorporated in the
procedure to compute X;;. This was facilitated by the use of
explicit RPI sets to approximate mRPI set Xy, (Xy)). O
As a numerical example, we consider an LTI system, i.e.,
with f(:E[l],I[Q], u) = A[H]I[l] + A[12]:L'[2] + Bmu, where

3 xp) € X[l], uelU u) C X[l] (80)

Apa) Az
1.0000 1.0000 —0.0524 —0.3299 0.3061 0.2773
0 1.0000 —0.0048 —0.1020 0.1244 —0.1044
0 0.0204 —0.0790 0.2854 —0.0377 0.6949| |
0 0.0344 0.2854 —0.2284  0.2752 0.3536
0 —0.0339 —0.0377 0.2752 0.6021 —0.2824
0 0.0134 0.6949  0.3536 —0.2824 —0.0129
| —
L Apn Al22) _
[ 0.9407 —0.3282 0.8716 0.3587 0.2407 0.5116
—0.6624 —0.7257 —0.1863 0.1624 0.7122 1.7494 ,
L Cu Cra)

Bpy =105 1]7. For this system, we synthesize a set X
by solving Problem (79). To this end, we use the procedure
presented in this paper with parameters s = 150, A = 2.931 x
1075, o = 5.195 x 10~* that are computed by Algorithm 1
for p = 1073 and v = 0.1 in 0.44s. We parametrize the
set B(e) used to define dy(-) in Equation (13) with ngp = 8
vectors {H," ,i € T}?} sampled uniformly from the surface of
B2, . Finally, we parametrize the disturbance set in (56) with
N = 4 boxes in R?, and select [ = s = 150 to formulate
constraint (52e). In order to solve the resulting Problem (75),
we first implement Algorithm 2. The algorithm was initialized
with each 5[1itj],ﬁ2ij] = 1/N, and it terminates in ¢ = 16
iterations with ||er|1 = 0.9726, consuming an average of
0.7655s per iteration. We then use the output of the algorithm
to initialize IPOPT to solve Problem (75). At termination, we
obtain ||e||; = 0.8828. In Figure 5, we show the sets obtained
at the termination of Algorithm 2 and IPOPT.

Using the computed set X[;), we synthesize a tube-based
robust model predictive controller [45] for the subsystem
Z[1] t+1) = A[n]xm (t) + B[l]u(t) + A[lg]’lf)(t) with state
xpy € Xy, input w € {u : [Jul|, < 0.7}, and disturbances
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disturbance set parameterization that permitted the encoding
of feasible disturbance sets as a polyhedron. We then present
a solution method for the resulting optimization problem. We
demonstrated that the proposed approach outperforms state-
of-the-art, both with respect to conservativeness and computa-
tional efficiency. Future research will focus on: (a) Extending
the technique to accomodate linear difference inclusions [46],
(b) Encoding inclusion (52e), i.e., Y C S(I, W)&B(e) directly
using a hyperplane representation of ).

N

LY O, a4 W)

Y2
(=]

)
o
o

Fig. 5: Results obtained by approximating Problem (79) as
Problem (75) to compute X[;; = W. The blue lines indicate the
boundaries of the Corresponding sets obtained at termination [1] F. Blanchini and S. Miani, Set-Theoretic Methods in Control. 01 2007.

of Algorithm 2. The set ) is a randomly generated polytope.  [2] J. Rawlings and D. Mayne, Model Predictive Control: Theory and
Design. 01 2009.
[3] B. Kouvaritakis and M. Cannon, “Model predictive control: Classical,
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