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Exact Complexity Certification of Active-Set
Methods for Quadratic Programming
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Abstract—Active-set methods are recognized to often
outperform other methods in terms of speed and solution
accuracy when solving small-size quadratic programming
(QP) problems, making them very attractive in embedded
linear model predictive control (MPC) applications. A draw-
back of active-set methods is the lack of tight bounds on
the worst-case number of iterations, a fundamental require-
ment for their implementation in a real-time system. Exten-
sive simulation campaigns provide an indication of the ex-
pected worst-case computation load, but not a complete
guarantee. This paper solves such a certification problem
by proposing an algorithm to compute the exact bound on
the maximum number of iterations and floating point op-
erations required by a state-of-the-art dual active-set QP
solver. The algorithm is applicable to a given QP problem
whose linear term of the cost function and right-hand side
of the constraints depend linearly on a vector of parame-
ters, as in the case of linear MPC. In addition, a new solver
is presented that combines explicit and implicit MPC ideas,
guaranteeing improvements of the worst-case computation
time. The ability of the approach to exactly quantify memory
and worst-case computation requirements is tested on a few
MPC examples, also highlighting when online optimization
should be preferred to explicit MPC.

Index Terms—Active-set methods, complexity certifica-
tion, linear model predictive control (MPC), quadratic pro-
gramming (QP).

|. INTRODUCTION

N THE last decade, embedded model predictive control

(MPC) has become increasingly important in many engi-
neering fields, like automotive, aerospace, and power systems
[1]-[5]. The control problems that arise in such contexts usually
involve a high sampling frequency and/or low-power comput-
ing boards [6], [7]. MPC optimizes the closed-loop response of
multivariable systems subject to state and input constraints [8].
A constrained finite-horizon optimal control problem must be
solved at each time step, making the online implementation of
MPC in embedded boards a challenge.
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The standard formulation of MPC based on a linear time-
invariant model, quadratic performance index, and linear con-
straints can be cast into a quadratic program (QP) [9], whose
linear term of the cost function and right-hand side of the con-
straints depend linearly on a vector of parameters, such as states
and reference signals. Explicit MPC drastically reduces the com-
putational load by presolving offline the QP and converting the
MPC law into a continuous and piecewise affine (PWA) func-
tion of the parameter vector [9], [10]. Unfortunately, explicit
MPC is manageable only when the dimensions of the QP are
very small, due to the high memory requirements for storing the
resulting polyhedral partitions and gains defining the control
law.

When the complexity of explicit MPC becomes prohibitive,
one must solve the QP problem online, which clearly requires
to embed the QP solver in the real-time control board [6]. The
literature on QP solvers is extremely rich, among several popular
approaches, we mention interior-point methods [11], gradient
projection methods [12], [13], the alternating directions method
of multipliers [14], [15], and active-set methods [7], [16]-[18].
For the small-size QP’s that arise in embedded MPC, active-set
methods are usually the best in terms of speed and accuracy [4],
[19], [20]. Moreover, the solution can be achieved with very high
accuracy and in a finite number of iterations, even in the case
of ill-conditioned problems, using single-precision arithmetics,
and without the need of preconditioning the matrices of the
problem [21].

The question is how large such a finite number of iterations
can be. In embedded MPC, it is of paramount importance to
certify that the QP solver always provides the solution within
a certain execution time, which must be lower than the sam-
pling interval [22]. Unfortunately, in spite of the empirical
evidence of their efficiency, a theoretical computational com-
plexity of active-set methods that is useful in practice is not
available [23]-[25]. Practical experience suggests that they are
polynomial algorithms on average [24], [25], but as shown in
the famous Klee—Minty problem they can even display expo-
nential worst-case number of iterations on contrived problems
[26]. This aspect could prevent their use in embedded applica-
tions, in favor of interior-point methods, for which a theoretical
polynomial iteration bound is available [11], [27], or gradient
projection methods, for which tight worst-case bounds can be
often proved [13].

This paper proposes an approach to certify the worst-case
execution time of a dual active-set QP solver exactly. We fo-
cus on dual active-set methods as, despite the drawback of
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infeasible subiterates, they usually require less iterations than
primal methods and do not need the so-called Phase I computa-
tion to get a starting primal-feasible solution [16], [17]. We first
demonstrate that the number of iterations of a dual active-set
method depends, in a PWA fashion, on the vector of parameters
perturbing the linear term of the quadratic cost function and the
right-hand side of the constraints. Therefore, any given bounded
operating range of parameters can be split into polyhedral re-
gions that share the same finite number of iterations needed to
solve the corresponding QP problem.

The technique proposed in the paper builds upon the ma-
chinery employed in multiparametric quadratic programming
(mpQP) to get explicit MPC solutions, where the parameter
space is divided into polyhedral regions that share the same
optimal active set. The idea is close in spirit with the multi-
parametric analysis developed in [28] of the simplex method
for linear programming (LP) problems. A similar approach was
used in [29] to prove that the step-length and the current iter-
ate of an active-set method for LPs are PWA functions of the
parameters. Here, we consider how “parametric” steps of the
dual active-set method for solving strictly convex QP’s by GI
[16], referred to as GI algorithm in the paper, propagate in the
parameter space during iterations. The proposed algorithm is
able to quantify the worst-case number of iterations and the
corresponding flops.

The certification algorithm can be also used to improve the
speed of execution of embedded MPC in several ways, described
in the paper. First, the algorithm can be extended immediately to
other dual active-set methods for QP’s, including range-space or
null-space-based methods [18], [30], so that one can choose the
best solver for a given MPC controller based on the one that has
the least worst-case execution time. Second, as dual active-set
solvers have the degree of freedom of selecting which constraint
enters in the current active set at each iteration [31], different
selection rules for choosing the violated constraint can reduce
the number of iterations and flops [32]. The best selection rule
depends on the particular problem at hand and can be singled
out by the certification algorithm.

Finally, we propose a novel technique that combines “im-
plicit” (online QP) and explicit MPC, and that we refer to as
worst-case partial enumeration (WCPE)-MPC. Several tech-
niques that combine explicit and implicit MPC are avail-
able in the literature [7], [29], [33]-[36], however they focus
on the average behavior of the solver, or do not guarantee
optimality/feasibility of the solution. Based on the certifica-
tion algorithm developed in the paper, the proposed WCPE-
MPC approach certifies the worst-case improvement exactly,
therefore allowing one to select the best tradeoff between
memory occupancy and speed enhancement. Furthermore, de-
spite some accelerating techniques proposed in the literature,
WCPE-MPC always provides the optimal solution of the QP
problem.

It is worth noticing that the type of dual QP solver, the vio-
lated constraint selection rule, and whether implicit or explicit
MPC should be used are issues that are commonly tackled em-
pirically, based on experience or on the dimension of the QP
problem. Instead, given a QP problem, the use of the certifica-

tion algorithm guarantees the optimality of the choice in terms
of worst-case number of flops and memory occupancy. As the
methods proposed in this paper rely on recursively partitioning
the parameter space into polyhedral cells, their applicability are
limited to MPC problems of moderate size, in general to those
for which the explicit solution is computable offline, although
not necessarily applicable online because of its excessive mem-
ory/CPU requirements.

The paper is organized as follows. Section II recalls the stan-
dard MPC formulation and the resulting multiparametric QP.
Section III details the dual active-set algorithm GI, and demon-
strates the linearity of the steps with respect to the parameters
[16]. Section IV describes the proposed algorithm for comput-
ing the worst-case complexity certification. Section V presents
the methods to choose the best dual active-set solver, the best
violated constraint selection rule, and the WCPE-MPC strat-
egy. Numerical results on four MPC problems are presented in
Section VI, and Section VII concludes the paper.

II. MPC AND QP PROBLEM

In this paper, we consider the following linear MPC formu-
lation:
N,

nAliun ; Wy (i — r(k)) I3+

N, -1
> MW (wne = e ()5 + 1 WauBugapells - (12)
h=0

st Tryivie = ATppipe + Buepip, o = (k) (1b)
Ye+i+1lk = O$k+i+1\k (1o
Aty = Wep ik — Wk i1k (1d)
Aty vije =0, 5 =0,1,...,N, = N, — 1 (le)
Uprnk € U, Aup e €D, Yo €Y (1)

i=0,...,N,—1, h=0,...,N, —1

where R™ denotes the set of real vectors of dimension n, x €
R", w € R",and y € R", N, is the prediction horizon, N,
is the control horizon, W, W,,, and Wx,, are square weight
matrices, with Wx, nonsingular, the subscript ;. ;; denotes
the prediction at time k£ + ¢ based on the information available
at time k, x(k) is the current state, Auy, ;) is the vector of
the input increments, with Up_1|p = u(k —1), and U, D, and
Y are polyhedral sets defining the constraints on inputs, input
increments, and outputs, respectively.

Problem (1) can be cast into the QP

1
min  f(2) & =Z/Hz+0'F'2
z 2 )
st. g(2)2Gz—WH—-w<0

where 0 € © is the vector of parameters of dimension ngy =
ny +n, +n, and © C R™ isabounded set of interest, z € R"
is the vector of optimization variables, H € R"*" is a sym-
metric and positive definite matrix, F' € R"*"" G € R™*",
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W e R™* ™ 4 e R™, and given a matrix A € R"*™ A’ de-
notes its transpose.

Solving problem (2) online to compute the optimal control
move u(k) = uy;, for a given 0 is often the main obstacle in
embedded MPC applications, as the associated computational
requirements may be excessive for a given embedded board
[4]. Explicit MPC presolves problem (2) offline via mpQP [9],
[10], however the required memory occupancy of the solution
typically grows exponentially with the number of imposed linear
constraints, limiting the approach to small MPC problems (few
inputs and short control horizon, few constraints). Embedding
a QP solver is therefore the only solution when explicit MPC is
too complex. Next section recalls the generalities of active-set
methods and focuses on the dual active-set method of Goldfarb
and Idnani (GI) [16] for solving strictly convex QP’s of the
form (2).

I1l. ACTIVE-SET SOLVERS
A. Preliminaries

For a given finite subset Z C N of positive integers, let # 7
denote its cardinality. For a vector a € R", a; denotes the ith
entry of a, az the subvector obtained by collecting the entries a;
for all 7 € Z. For a matrix A € R"*™, A, denotes the ith row
of A, Az the submatrix of A obtained by collecting the rows A;
foralli € 7.

Definition 1: Given the QP problem (2) and z € R", the
constraint G;z < W;0 + wj is active at Z if the equality G,z =
W;6 + w; holds, otherwise it is inactive.

Definition 2: Given the QP problem (2) and z € R", the
active set A(Z) is

where KL = {1,...,m} is the set of constraint indices.

We will denote by Z(z) = {i € K |G,z < W;0 + w; } the set
of inactive constraints at z, where clearly Z = K \ \A. The idea
behind active-set methods is to iteratively make steps toward the
solution by solving a reduced problem with only the equality
constraints in the current active set, which we indicate as A? for
the gth iteration of the solver. The algorithm terminates when
the current active set equals the optimal one, namely A? = A*.
At every iteration ¢ a violated constraint p is added to the active
set, and all the constraints in A?! that prevent p to be active
are dropped from it. These constraints are said to be blocking.

Let V7 be the set of violated constraints at iteration q. After
selecting a new violated constraint p? € V¢ C 79, the step size
and direction are derived by solving the equality constrained QP
problem

min
z

1

—2VHzT + 9 F 21
2 “4)
st. Gaz? =Wab 4+ wa

where the updated working setis A7 = { A1\ B7} U p?, with
B? the set of blocking constraints removed at iteration ¢ from
A?~1, The primal—dual pair (24, 7) is the solution of problem

(4) if it solves the Karush—-Kuhn-Tucker (KKT) system

H &y ] 2 —Fg
= o)
GAq 0 i W_Aq 0 + W ga
KKT(A?)

with KKT(A?) the so-called KKT matrix and 7 the vector of
dual variables. Primal feasible active-set methods iteratively
solve the KKT system (5) starting from a primal feasible 2,
until dual feasibility is reached [18], [31], and maintain primal
feasibility in the subiterates. Phase I is needed to find a primal
feasible 2. On the contrary, dual feasible active-set solvers
start from a dual feasible point, which is readily available (e.g.,
70 =0, 2% = —H ' F#, where for a square matrix A € R"*",
A~! denotes the inverse of A if it exists) and iterate (5) to reach
primal feasibility, maintaining dual feasibility in the subiterates
[16], [17]. Despite the drawback of infeasible subiterates, dual
active-set methods usually require less iterations and do not
need a Phase I computation [16], [17]. Active-set methods are
further categorized depending on how they solve (5). As far as
the direct solution of KKT matrix is concerned, range-space or
null-space methods are the most common strategies [16], [18],
[37], where the name refers to the subspaces they are working
with.

B. Goldfarb—Idnani Algorithm

In this section, we briefly recall the GI algorithm [16], so as to
analyze in Section IV how its iterations for solving (2) depend
on 6. Being a dual, range-space solver, it is particularly suited
for QPs that arise from MPC problems, where typically m > n.
Range-space approaches solve (5) by the explicit inversion of
KKT(A). Equation (5) is iteratively solved starting from 49!
and dropping the blocking constraints one-by-one, until con-
straint p can be added to the active set without violating dual
feasibility. Note that here we denote by ¢ the number of QP iter-
ations, which is increased each time a constraint is added to the
active set. In the sequel, we denote instead by j the index that
is increased each time a constraint is either added or dropped
from the active set, therefore accounting also for subiterations
of the algorithm, where clearly 57 > q.

The explicit inversion KKT (A7)~ is

L [1-HG [H 0 I 0
KKT(A) 1=[0 I AH 0 S,;l][—GA_,Hl I]

(6)

where Sy = —G 4 H 'G'; is the Schur complement of H.
From (6) we define the two operators

Gy = (GuH'GY) ' GuH™ (7a)

H =H'(I-GyGY) (7b)

where G*; is the Moore-Penrose pseudoinverse of G 4; under
the transformation y = H'/?z and H is the inverse Hessian
operator in the active-set space.

The core of the GI algorithm, summarized in Algorithm 1,
is the method to find a new vector 2/ and the set of active
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Algorithm 1: Goldfarb-Idnani (GI) QP Solver, [16]. Anl = -Gy G, (8b)
Input: Matrices H, F, G, W, w, 6 defining problem (2). . G G

1: Compute the Cholesky factorization LL' = H; and the step size o/ = min{a, a3} with
20 J) — L7120 —JYJYFO; AY — (5 q,5 — O; , Y
3: choose «] = min min ——L—|A7] <03 ,00p (92)
’ le{l,...,# Ai-1} Aﬂlf
0ifgi(27)<0,VieZ A1) W G i
— ) . i - B
P h € Z|gn(z") > 0 otherwise; ay = L T+ W — Gy (9b)

4: if p = 0 then return A* — A7; end if;
5:q—q+1,7 <0
6: j <—]+ 1, Azl — —JQJ(JQ])’G;;‘ '
7: if # A7 > 0 then A/ —R*LJ(Jf)’G;,; end if;
8 if Am/ >0 or #.A/ =0thena] — oo;
9: else
ot ;
k< min argmin | —-. .’Awlj<0 )
=1, 4 AL Ar]
. ﬂ'j_l
o — ——k . (A.2)
A’]Ti
10: end if;

11: if Az = 0 then of, — oo;
W,0 +w, —G,z/~ 1
G, Az ’

12: else aé —

13: end if; o

14: o « min(af, od);

15: if o/ = oo then return infeasible; end if;

16: if (o = oo) then

17: 7 — -l 4+ adAni; o

18:  AJ — A1\ {k}, update J{, JJ, R/, go to Step 6;
19: end if;

20: Set

2T A

(A.3a)

7l e [ﬂj’lpj’l] + o/ i (A.3b)

21: if o/ = o then

22: A — AU {p}, update J{, Jy, R’, go to Step 3;

23: elseif o/ = o] then

24: Al — AI71\ {k}, Update J/, JJ, R/, go to Step 6;

25: end if.

Output: Vectors z* « 2/ (primal solution), 7 « 7/ (dual
solution), and A* < A’ (optimal active set), or
infeasibility status; IV «<— ¢ (number of iterations).

constraints A’ starting from (z/~!, A’~!) and a violated con-
straint p?. This is done by setting 2/ and 7/ as in (A.3), where
ol € R, is the step size, and Az/, An/ are the update direc-
tions in the primal and dual space, respectively. The primal and
dual directions are chosen as

A =-HT'G, (8a)

G, Az

is chosen such that 7/ > 0 and, if possible, the pth constraint
becomes active, thatis, g, (zf) = 0.In[16], Goldfarb and Idnani
prove that, being g,(z7) a violated constraint, the following
relations hold:

gp(zj) > Qp(zjﬂ) 2 gli(zj+h) =0
) < FEHY) < fETT

between two iterations j and j 4 h of Algorithm 1 in which con-
straints are dropped for h subiterations, that is, o/ ** = o] "' <
o0, Vi =0,...,h — 1, and constraint gp(zj) is added at subit-
eration j + h, that is, o/ th — aé+h < 00. Goldfarb and Idnani
[16] also show that strict inequalities hold in (10) every time the
step size o/ is positive.

The following three situations can occur during the jth subit-
eration. _

1) If o/ = ] only a partial step can be taken, the kth con-
straint is blocking and it must be dropped.

2) If o/ = o a full step is taken and A7 = A7~ U {p’}

3) If o/ = oo the problem is infeasible.

To avoid computing ‘H and G”; explicitly, the Cholesky fac-
torization of H and the QR factorization of G are iteratively
updated by Algorithm 1. Let H = LL' be the Cholesky factor-
ization of the primal Hessian and define

(10a)
(10b)

ey =@ o] | it
J=[H B =[LTQ, L TQ}]. (11b)

Then the two operators H/, G4, can be written as
H = J]J) (12a)
Gy =R Mgl (12b)
where JI € R#A | J, e RHFT 0 = -7 RO =[], and

[] is the empty matrix (n = 0 or m = 0). Thus, the GI algorithm
only needs to iteratively update J7 and R’, so to compute the
primal and dual directions as (cf. Steps 6 and 7 of Algorithm 1)

A =—J G (13a)

Arl = -RHJ]'G) (13b)

and without requiring the explicit computation of 1/, G 4.
Dual active-set methods have the degree of freedom to select
which constraint becomes active at each iteration, see Step 3 of
Algorithm 1. The order the constraints are added to the active
set changes the number of iterations, although it does not affect
convergence [38], as condition (11) guarantees convergence no
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matter how the next violated constraint g, (z’) > 0 is selected.
Although the selection can be arbitrary, in the literature two
techniques are commonly used: the most-violated constraint
selection rule

0ifg;(27)<0,VieZ
— . (14a)
min arg max;, ;. (. >0{9L( 7)} otherwise
and the first-violated constraint selection rule
0ifgi(27) <0, VieZ
pe—3 . . » , (14b)
min;eic{i| g;(27) > 0} otherwise.

In (15a), the “min” before the “arg max” imposes to select
the smallest index in case of multiple maximizers (the same rule
is adopted in (A.2) for choosing the index £ in case of multiple
minima).

IV. COMPLEXITY CERTIFICATION ANALYSIS

‘We now derive results that allow the exact characterization of
the worst-case number of iterations performed by Algorithm 1
parametrically with respect to 6, for a given set © of parameters
that perturbs problem (2), in case the violated constraints are
selected according to the most common rules (15a) or (15b).

Lemma IV.1. Let © C R™ be a polyhedron. Then, a finite
number N, ., exists, such that

Npax = max N(6)

0co (13

that is Algorithm 1 terminates in at most Ny, .y steps for all
0eo.

Proof: Convergence of Algorithm 1 for each given 6 € O is
proved in [16, Theorem 3], showing that because of (10) the
same combination A’ ! of active constraints cannot be gener-
ated during the iterations of the algorithm. Since ¢ < j and the
number N4 of combinations is finite, the algorithm stops in at
most Ny ax = maxgee {N(0)} < N4 iterations for all § € ©.

|

Lemma IV.1 proves only an existence result for Ny, .. The
value Ny,.x depends on the selection rule (3) for violated con-
straints, as this determines the sequence of active-set guesses
A7 Tn most cases Ny, ax is much smaller than the number N 4 of
all possible combinations of active constraints. In the remaining
part of this section, we quantify the exact value of Ny, ..

Definition 3: Given a polyhedron © C R™?, and denoting
by © its interior, the collection of sets {O1,...,0,} is said a
polyhedml partition of © if ©; is a polyhedron, 9 CR™,Vi=
1,...,8U_,0,=0,and©;NO; =0,Vi,j=1,...,5,i#
J.

Definition 4: A functionn : © — N, © C R", is said inte-
ger piecewise constant (IPWC) if there exist a polyhedral parti-

tion ©1,...,0;, of © and a set of integers {n,...,ns} C N,
such that
0) = ; 16
n( ) ie{l, s} 0eO; {n} (16)
forall § € ©.

Note that the “min” in (17) avoids possible multiple defini-
tions of n(#) on overalapping boundaries ©; N ©; # (.

Definition 5: A function h: 0 — R", © C R"?,
PWA if there exist an IPWC function n: © — {ny,...,ng}
defined over a polyhedral partition ©1, ..., O, of © and s pairs
(Fi, fi), F; e R f, e R™, 4 € {ny,...,ns}, such that

h(f) = F, 9)9 + fn(g) (17a)

for all 0 € ©. It is said piecewise constant if F; =0, Vi €
{nl,...,ns}.

Lemma IV.2. Let f,g:© — R be PWA functions over a
polyhedron © C R™. Then, h = min{f, g} is also PWA.

Proof: Let {©1,...,0,} and {®q,...,P;} be the poly-
hedral partitions associated with f and g, respectively, and
{p1,...,ps}, {k1,...,k:} define the corresponding IPWC
functions n and m. Let F}, f;, i =1,...,s and Gj,g;, j =
1,...,t, define f and g, respectively. Consider the polyhedra

U ={0€0:0c0,nd;, (F,—G;)0 <g;— fi} (18a)
\I/%:{GE@:GE@,;OCI)]-, (Gi—F‘)GSfj—gi} (18b)

is said

andlet {U,..., U, } be the set of all polyhedra \I/L ;» ¥, having
anonempty interlor Itis easy to show that {¥y, ..., ¥, } defines
a polyhedral partition of ©. By letting ¢; = i, i = 1, ...,v,and

defining the IPWC function ¢ : © — {1,...,v}

5(9) - 76{1,mzl{1 HG\II,,{&}
we have that
Fi+fi if 0€ Uyq =Wl forsome j
7o) = . je{l,..'.,t}
Gjf+g; if 6€ V4 =/ forsomei
1e{l,...,s}
and therefore that h is PWA. |

The following Lemma IV.3 characterizes the behavior of
one iteration j of Algorithm 1 as a function of the parameter
vector 6.

Lemma IV.3. Let 2’1 : ©/ — R" and 7/~ ! : © — R™ be
affine functions on a polyhedron ©/ C R™", and let A7~! C K,
Vi=1 C K\ A/~!. The following properties hold.

1) By letting p(#) = 0 if no constraint is violated (V/~! =
(), the index p:©/ — N U{0} selected according
to (14a) or (14b) is IPWC.

2) The step directions Az/, Ax/ obtained from (8) are PWC.

3) Theindex k : © — N selected according to (1) is IPWC.

4) The step size o/ : ©F — R U {+oco} defined in (9) is

PWA.

5) The functions 27/

by (A.3) are PWA.

Proof: 1) Let 27 (0) = A.0 + b, define the affine function

10/ - N", 7/ : 0/ — R™ defined

2J over ©7. Then, g;(z) = Gzl — W0 — wy = (GrA, —
W) + Geb, — wy is also affine, V¢ € Z. Let Gy = Gy A, —
Wy, wy = wy — Gyb, and
= {_6 S @I : (Gé - Gh)e Z /th - ’lI)£7 (193)
G > wy, YVh €T, h# L}
= {9€@j : Gheg’i}}“ @92@ (19b)
VheZn{l,...,£—1}}.
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Consider the polyhedra polyhedra
Oy ={0cOl: G <w, VWeT} Dy ={0cO: Cr; 0 = Chyp < dpg —di; 0,
. L Vi=1,....t} 27)
O} if p=arg max{G,0 — wy 2 ~ L _
0, =0 ' . (G — e} (20) Bip =Dy \ By, Vi=1,... .t
©% if p=minjcx{i| gi(27) > 0}.

The polyhedra {©,}/" , define a polyhedral partition of ©/ as
a) they are included in @j by construction, b) each 6 € ©,y)

where p(0) = 0 if G,0 > w,, V¢ € T, or p = arg max{G0 —
wy} if rule (14a) is used, or p = min;exc{i| g;(2’) > 0} in
case (15b) is adopted, 3) the interiors Oy are obtained by chang-
ing “>” to “>" in (21), so no 6 can belong simultaneously to
two different interiors of polyhedra. Since both rules in (15) are
equivalent to setting

p(0) =

function p is IPWC.

2) From (8) we have that H#/~' and G%, , are independent
from 6, so the same holds for Jf, JJ and R~"J. Since G,
depends on p that by (21) is IPWC, the step directions obtained
from (8) are PWC functions.

3) Since 777! is an affine function of 6, say 7/~ 1(f) =

A0 +0b,, and A7/ is PWC, their negative ratio _TW) is
1

PWC over the partition of ©/ defined by (20), foralll € P/~! =
{ki,o.o ki ={le A1 Arn! <0}, where t =#P/"L.
Let (Ci1,di1), ... (Cis,d;s) define the corresponding affine
terms of the PWC ratios and consider the polyhedra

O,y ={0€0O;: (Ck,0—Ch, 0)0 < dp, ¢ — di, ¢,
Vh=1,....t, h#i, £=1,...,s}.

{3 2n

min
e{0,..., m}: 0€0,

(22)

Each set of polyhedra {®; ;}!_, also defines a polyhedral par-
tition of Oy, for all £ =1,...,s. Since (A.2) is equivalent to

setting
k(0) = i k; 23
( ) iE{l ..... t}:%lérul[apjflq);,g{ 1} ( )
k is also an IPWC function on ©7. 4
4) If # A1 =0 or Ar? >0, then o] (f) = +oo for all
0 € ©7, cf. Step 1 of Algorithm 1. Otherwise
o] (0) = Ch(p)0 + di () (24)

and therefore o] is PWA. Similarly, since 2/~ is affine, we have
that

a}(0) = Ch(a)0 + dio) (25)

with

wy(9) — Gpo) b

d = :
h(6) Gp(g)AZJ

(26)
is also PWA. If o () = 400, then o/ (8) = o (9) for all § €

©’ and so q7 is PWA. Otherwise, Lemma IV.2 proves that
o/ = min{a], a3} is PWA. As a result, we consider the set of

such that {®; ;}!_, defines a polyhedral partition of .

5) The functions z/ and 7/ defined in (A.3) are the sum of an
affine and PWA function, and are therefore PWA.

Theorem IV.4. Let © C R™ be a polyhedron and 2°, 7 be
affine functions of # on ©. Then each iterate 2/, 7/ defined
in (A.3)is PWA forall j € N, such that Algorithm 1 is executed.
Moreover, N : © — {0,..., Nyax | is IPWC.

Proof: We prove the theorem by induction. Since 2", 7°
are affine, they are also PWA. Assume z/ !, 7/~! are PWA
functions defined over a polyhedral partition {©/ - }f!ll of ©.
Therefore, 2/ ! and 7/~! are affine on each polyhedron @f -1
and by property 5) of Lemma IV.3 we have that 2/, 7/ are
PWA functions defined over a polyhedral partition { i }2{:1
of ©]7'. As the collection of sets

J + ;i )
{eé’ 11’1 }}::1

L N

{wf ={et}, v

iz W =1

where L/ = ng /7', is a polyhedral partition of ©/~, it
follows that 27, 77 are PWA over @71,

Since by Lemma IV.1 the number of recursive partitioning is
finite, © gets partitioned in a finite number of polyhedral sets
Wy,..., ¥y . Each polyhedron V; is characterized by either
V/ = () (optimal solution found) or o/ = o = oo (infeasibil-
ity) and by the number N; < Ny, of recursive splitting it took
to get defining U;. Then, the function N such that N(0) = N;
if0eV,,i=1,..., M is IPWC. |

The following corollary confirms a well-known property of
the optimizer z* proved in [9, Theorem 4].

Corollary 1V.5. The multiparametric QP solution vector z*
of (2) is PWA with respect to § over a subset of ©.

Proof: Easily follows since, for each ¢ = 1, ..., M, either
2*(0) = 2" () or the problem is infeasible, for all § € ¥;,. W

A. Complexity Certification Algorithm

We derive next an algorithm that iteratively constructs two
lists of tuples T and T, corresponding to parameters 6 € ©
for which the QP (2) has an optimal solution or is infeasible,
respectively. Each tuple is defined as

= (O, A" AL AL B YL T R Y (28)
where ©" are polyhedra that we will show provide a partition
of ©.

The lists are constructed by partitioning the given set © of
parameters depending on the behavior of each consecutive it-
eration ¢ made by Algorithm 1. The core of the certification
algorithm is the way to split a given polyhedron ©,, obtained
as in (20) for the iteration ¢, in all the possible polyhedra that
are either feasible, with constraint p(f) active at ¢ + 1, or in-
feasible. For a given O, let Fe and I‘J define the ith feasi-

ble and the jth infeasible polyhedra. From Theorem IV.4, it
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Algorithm 2: Parametric GI's dual QP Iteration.

Algorithm 2: (Continued.)

Input: Tuple 77 =

(09, A1, A1 b1, AL b1 JL, JI RY,q)

T Y

Matrices G, W, w

1: Define {94 o

as in (20) and p as in (21);

2: if ©y # () then

e AN ol

10:
11:

12:

13:

14:

15:
16:
17:
18:
19:

20:

21:

22:

23:
24
25:

26:

27:

28:
29:

30:
31:

T, = (0, A7, AL, b1, AL, b2, JI J], R, q);
end if
for/=1,...,

T (T}, Trp — 0. Ty, — 0;

while 7; # () do

extract from 7, atuple

z) 7z T o

m such that ©, # ) do

J J
Aﬂ,k’ b'ﬁ./f’

— (6,47, 4

7!7 z/’

‘]1/7']5€7R€7 a):
AZ{/ — J2 /(ng)Gp’AW =R, IJ(J{/)G;;
if (A7) >0 or

# A = 0) then 041_[ — 00;
if Az) = Othen Ty, « Ty, U {T/}; else

gkl gl gl gl

Update A7 )", b, , , AL,/ ,b;, asin(30)=(31);

Ji+sl Ji+l 1 il ; .
Update Jl, ¢ ooy SR .A, addlng
constraint p;
Set the tuple
i+l j+1 j+1 g+l Jinl gl

’ J
Tl,t,‘ (91”"4/ 21 7b7/’ 7A7r,é’ 7bﬂ',1f )

ji+l Jji+l i+l

Jio o SRy gk
ji+:1
Tr—Tr U {T17( }s
end if;
else

partition ©; as in (27), with & as in (23);
if Az} > 0 then
gl gl gl gl

Update A7 )", b, , AL,/ , b, asin(30)=(31);

ji+l il 7+1

Update J, , ,J,, , R Atz
constraint s
Set the tuple

adding

Jitl Ji+l 1+:1 gt gl il
J

Tue ((I’owAf ) z( ’bz,é ’Aﬂ,/ ’bw.ﬁ )

Jiel o gl gl

Jio Dy SRy ak);
i+l
Tr—Tr U {Tig 1
end if; )
fori=1,...,twith ®; ; # 0 do

Update Aj;z;l , bf;j;l as in (32);

Ji+l Ji+l J+1

Update J; , ,J,, , R .A'( removing
constraint k;
if Az) = 0 then

Set the tuple

ji+i1 gl ; Jil gl
TQJ,E ((b f’A/ z/’szAﬂ',/ 7bﬂ',£ ’

g+l g+l i+l

Juz vju va 7(1);
else

jitl gkl .
Update Ai: ,bjz‘; as in (30);

32: Set the tuple

ji+il /+1 /+1 gl gl gkl

T2,é ((I)z/’Aé zé 7bz€ 7A7r.[ L N

Jitl gkl gkl

‘]1,[ 7‘]2,[ RZ 4 )7

33: end if;

Jiil
34 T, =T U{T;, }
35: end for;
36: end if’
37: end while
38: end for.

m, Ny

Output: Tuple T,; sets of tuples {7 ,},,",
(T

follows that {I'}}/”, U {fﬂ }7;1 define a polyhedral partition
of Oy, where the polyhedra will differ from each other for the
sequence of constraints dropped before adding the constraint
p(0) to the current active set, or before verifying an infeasibility
status. Therefore, each tuple at iteration ¢ is iteratively split into
two sets of tuples {7}, 1"L | and {’Tfj [}7:1"/:[1, associated
with the sets of polyhedra {TI'{},", "} and {I'}};","/",. For
each new tuple created from T7~!, a parametric primal-dual
update is performed, such that by considering the relation

. Cr,dy) if of = o
(C.d) = {(k k), ! (29)
(Ch,dp) if &/ = o
the parametric primal update becomes
Al = A1 4 COAZ
(30)

b =bl"! +dAY

where the parametric dual update in the case of an added con-
straint is defined by

A Ari
R 1
_ ' 31D
. bt ~lA7r7]
b= d
0 1

and the parametric dual update in the case of a blocking con-
straint removal is computed as

Al = A7 4 CAn
b 14 dATI.

S

(32)

Algorithm 2 characterizes the way a given polyhedron O is split
at a generic iteration g. Next, Algorithm 3 executes Algorithm 2
iteratively to characterize the entire parameter set ©.

Algorithm 3 provides the list of optimal and infeasible tuples
that partition the set © into polyhedra characterized by different
steps of a dual active-set algorithm to reach the optimal solution,
or to detect infeasibility. Note that parallel computations can be
easily used to speed up the execution of Algorithm 3, by creating
an independent task for each 7% extracted from C.
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Algorithm 3: GI's QP Solver Certification.
Input: Matrices H, F, G, W, w defining problem (2) and
polyhedral set © of parameters.
1: Compute Cholesky factorization LL' = H, J§ « L~T;
T —@,T«—0
¢ —{(e, 0,-H'F,0, [ 005 [0 Jg? (1,00}
while C # () do
T9 — extract tuple from C;
Execute Algorithm 2 with input data from 7'%;
T —TU{T,};
T o TO{T s
9 C—{T, T
10: end while
Output: List of optimal tuples T, list of infeasible tuples T .

The following key result of the paper is therefore proved.

Proposition 1V.6. Consider the QP problem (2) for § € ©
and let T, T be the lists of tuples generated by Algorithm 3.
Then, for any 6 € O, the dual active-set method of Algorithm 1
takes no more than

Npax = max T
: TeTuT{q( )}

(33)

iterations to solve (2) or to detect infeasibility, and exactly Ny, ax
iterations for all # € O(T') such that ¢(T") = Ny,ax, where ¢(T")
and ©(T") denote the value ¢ and set O associated with tuple 7',
respectively. |

Remark 1: The bound N, also applies to other dual active-
set methods that select the violated constraint p with the same
rule used for generating {©,} , in (21), thanks to the fact that
different dual active-set QP solvers share the same path to reach
the solution. See Section V-A.

In embedded applications what counts is the CPU runtime
rather than the number of QP iterations, which may differ from
one iteration to another. Indeed, given a polyhedron O, at itera-
tion ¢, the execution of Algorithm 2 computes the list of tuples
{7, znzlnl’:[l that, despite their equivalence in terms of iter-
ation complexity (¢ + 1), have a different execution time, due
to the different sequence of dropped constraints. This issue is
addressed by counting the exact number of flops 7, required
to reach the optimal solution in each tuple 7"

T = (0" AN AL AL b T3 R i) (34)
that is incrementally updated at every subiteration j. Note that
ni’:’np may be even further differentiated into the number of
atomic and nonatomic operations, like square-roots. This allows
the exact certification of the worst-case computational complex-
ity in terms of CPU flops

M. = max_{nimp(T)} (35)

P reTuT
where ninp (1) associates the value nim, with tuple 7', from
which the maximum execution time can be computed for a given
hardware architecture. Note that not necessarily ¢(7") = Ny, ax
max

implies nimp (1) = njpy™

In case of degeneracy, active-set methods can suffer from the
cycling problem. Due to the possibility of choosing the con-
straint to add to the active set at each iteration, dual methods are
much less affected by this problem [39] with respect to primal
methods. However, even if in [16], Goldfarb and Idnani have
not encountered any example of cycling of the GI algorithm,
the impossibility of degeneracy has not been proved yet. The
certification algorithm is able to exactly verify the possible in-
come of degeneracy. Indeed, by iteratively storing the active
sets at all the previous iterations for each region of parameters,
it is straightforward to verify if the same active set is visited
more than once during the execution of the solver. Moreover,
the certification algorithm not only verifies the possibility of
cycling, but also the regions where this can happen. There-
fore, appropriate procedures, such as small perturbations of the
constraints, can be applied only for the regions where cycling
happens.

B. Simple Numerical Example

We illustrate the iterative steps performed by Algorithm 3
to certify the computational complexity of the toy QP problem
defined by the following matrices:

0.9916 —0.0033 0.0191

H = | —0.0033 1.0539 0.0003 |,
0.0191 0.0003 0.9572
[ 38.4790  27.6810
F=] 289098 35.3639
| —142.6567 —176.6410
[—1.1512 1.2484 —0.6112]
1.4613 0.4288 —1.9000
G = | —0.5442 —2.2504 0.6687 |,
—1.1315 —0.5512 1.0281
| —0.3603 —1.5912 0.8453 |
[0.1304 41.8883]
0.6998 59.3813
W = | 16.7784 27.6981
15.0436 59.2827
| 51.5494 58.5140 |
[82.2717]
1 0 0.9
76.4544
0 1 -0
w= |12.0567 |, Ey = Lo , eg = (36)
38.4332
0 —1 1
| 2.7923 |

where Ey and ey define the set of parameters © = {0 €
R"™ |Eyf < ep}. Algorithm 3 iteratively partitions © into poly-
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A={2,1}

(a) (b)

O(T%)—06(
A*={2,1,4

73)
3
@

Fig. 1. lIterations of Algorithm 3, with most-violated selection rule, to
certify the QP problem (36). Different colors mean different number of
iterations, namely blue=unconstrained, red = 1, green = 2, gray = 3,
and pink = 4 QP iterations. (a) Iterate tuples with ¢(7") = 0. (b) lterate
tuples with ¢(7") = 1. (c) Iterate tuples with ¢(7") = 2. (d) Iterate tuples
with ¢(T") = 3.

hedral regions as depicted in Fig. 1. Specifically, each subfigure
represents consecutively the results of the execution of sub-
routine 2 for all the nonoptimal tuples at the previous step.
The regions corresponding to the optimal tuples are labeled as
©(T, ), with optimal active set A*. Those regions corresponding
to nonoptimal tuples are labeled as ©(T"), with current active
set .A. Fig. 1(d) shows the partitioning of © after the complete
execution of the algorithm, and Table I collects the list T of the
seven optimal tuples characterizing the problem, together with
the number of iterations and the associated flops. By using the
proposed certification algorithm, we can exactly calculate that
the GI solver applied to the QP problem (37) will perform four
iterations and 528 flops in the worst case, with three nonatomic
operations (square-roots in this case).

The complete map of the GI solver execution in the param-
eter space provides additional useful information. The average
computation time can be also certified, which is useful for those
applications where the time spent by the CPU in the wake-up
mode is more important than the hard real time. Furthermore,
the list of constraints never added to the active set can be eas-
ily retrieved, and those can be removed from the QP problem to
improve memory occupancy and computational complexity. For
instance, Table I shows that the third constraint can be safely
removed from problem (37). Note that a simple redundancy

check of { ; : Gz — WO < w} would have labeled the same

constraint as nonredundant.

V. CERTIFIED FAST EMBEDDED MPC

The approach developed in the previous section is also useful
to significantly improve the performance of the embedded dual
active-set solver, as described in the following sections.

A. Certification of Different Dual Active-Set Algorithms

Dual active-set algorithms that add the violated constraints
one-by-one into the active set perform the same number of it-
erations, as long as the selection rule for adding the violated
constraint is the same [40]. The difference is how they solve (5),
that translates into a different complexity per iteration [16]—
[18], [20]. Usually, the appropriate QP solver is selected heuris-
tically based on the dimensions of the QP problem (2). Indeed,
it is recognized that range-space methods work better with few
constraints into the active set [16], null-space methods are the
favorite when the number of constraints in the active set is
larger [37], and methods based on Schur decomposition are
preferable with large-scale QP problems [17]. However, select-
ing the best solver on the basis of such general rules of thumb
is not always easy, and it is especially difficult to predict the
worst-case complexity precisely.

The certification algorithm can be easily extended to deal
with such a solver selection problem. Indeed, the tuples created
by the algorithm would be exactly the same for each solver
and it is sufficient to run the algorithm only once, associating
at each tuple one flops counter n__ for each ith solver to be

imp
tested. Despite their equivalent number of iterations Ny, .y, the
computational load nimp,™™ of the active-set solvers will be in
general different, allowing one to select the best one for the

given QP problem.

B. Certification of Different Violated Constraints
Selection Rules

Lemma IV.1 guarantees the convergence of a dual active-
set QP solver if a violated constraint is added at each itera-
tion to the current active set, no matter how the violated con-
straint is selected. Lemma IV.3 proves that the index p : ©7 —
N U {0} selected according to either the most-violated (15a)
or the first-violated (15b) rule is IPWC, and therefore, for
each iteration ¢ of the algorithm, it defines the polyhedral
partition {©,}]" .

The criterion (15a) is commonly preferred, as it usually turns
into fewer iterations with respect to other selection rules, and it
reduces the possibility to pass through nearly linearly dependent
intermediate active sets [16]. However, checking all constraints
is a costly operation, as G;z — b; must be computed for all
rows ¢ € Z. In MPC, where the number of constraints m is
usually larger with respect to the maximum active set size n,
this operation plays an important role.

The first violated rule (15b) avoids this costly operation, at
the price of possibly increasing the number of iterations. De-
pending on the particular QP problem, the worst case can be
arbitrarily affected by different selection rules, thus the certifi-
cation algorithm can be used to select the best one. Similarly,
other selection rules can be certified, provided that p remains
IPWC. A run of the certification algorithm is necessary for
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every selection rule, using each time a different rule to build
{©¢}/., and the one with the lowest njii> can then be selected

for minimum worst-case execution time.

C. Worst-Case Analysis of Explicit MPC

As a by-product, Algorithm 3 also provides the multipara-
metric solution of (2), as the convex polyhedra associated with
each optimal active set A, corresponding to the union of the
regions §(T'), T € T, such that A(T') = A, can be immediately
computed as in [9], by imposing the primal and dual feasibility
conditions

(GA(T) = W) <w — Gb.(T)

for some T such that A(T) = A.
Let the explicit optimal control law be the PWA function

szp(e) = {K79 —+ Ci, VG S Pj,, (38)
with K; € R" "¢ ¢; € R", {P;}!" apolyhedral partition of
© such that P; = {0 eERM|EH <e,Vi=1,... ,ny }, where
E; € R"*% ¢; € R" are a minimal polyhedral representation

of (37). For each polyhedron P; defining the PWA function (38),
let

(37a)
(37b)

i1=1,...,n,}

C; = {h|Pyis aneighbor of P;, h=1,...,n,} (39)

be the list of “neighboring” polyhedra of P; (P}, is a neighbor of
‘P; if they share a facet), with C; € Ni"’ . The worst-case num-
ber of flops ng,™, needed to find and apply the optimal solution
through explicit MPC, and the memory occupancy 1.y, in kilo-
bytes to store the PWA control law and the needed information

for point location, can be calculated as

n,

max i

Mexp = 21y (ny +n,) —n, + E n.
i=1

(o + Yy 9 + e 330 7
Dy Pe

with p, = 512, and p; = 128 for double precision or py = 256
for single precision, under the assumption of using the explicit
algorithm presented in [41].

Having both the exact bound on the worst-case number of
flops of a dual active-set solver and of the multiparametric
solution, for a given linear MPC problem one can evaluate
whether to adopt the online solver or the explicit solution, as
the required memory occupancy and flops that need to be allo-
cated in both cases can be computed exactly (see Section VI for
examples).

(40a)

(40b)

Mexp =

D. Worst-Case Partial Enumeration

Based on the partial enumeration idea proposed in [33], where
the explicit solution is partially stored as a table of fixed dimen-
sions and updated online, we derive next a novel online tech-
nique for embedded MPC that combines implicit and explicit
MPC. In [33], the table contains the optimal active sets at the
most recent decision time-points, and, besides the suboptimal
solution obtained when the table needs to be updated, its main

drawback is that even if the average behavior is improved, there
is no guarantee regarding the worst case. Another approach is
presented in [29], where the partial explicit solution is used
to warm start a primal active-set LP solver. This iterates for a
fixed number of iterations, and therefore provides a possibly
suboptimal solution.

The method proposed next, referred to as WCPE-MPC,
builds instead upon the complexity certification algorithm of
Section IV to identify those regions that, if stored as an ex-
plicit solution, will help improving the worst-case number of
flops of an implicit approach. Being interested in the worst-
case improvement, the partial solution that must be stored is
of fixed dimensions, and not updated online. The basic idea
of the proposed WCPE-MPC approach is to first search the
optimal solution in the partial explicit PWA law, and, if the
search fails, the online active-set solver is executed, as described
below.

Define P =P({1,...,n.}) \ (0, {1,...,n,}), with P(X)
the power-set of X, and consider the partial explicit control law
derived from (39)

uzxva(G) = {Kjg + Cj, Vo e Pj, V] € N} (41)

where A/ € P is the set of indices corresponding to the affine
functions from (39) to be included in the explicit solution, and
#N < n, and Ujen{P;} C O.

Consider the set of indices

M={h|heC;, ¥VjeN} (42)
and define the scalar PWA descriptor function r(0) : R™ — R
ie M}

where K; € R", ¢; € R, and K; # K),, Vh € Cj, j € N.
The PWA descriptor function 7(6) is derived from the PWA
optimal control law (38), cf. [42]. For each P;, let O;(#) =
{0/ (0) | i € C;} be an ordering function, such that

r(0) ={ri(0) =Kb0+¢ |0cP, (43)

(44)

-1 if Ty (0) <7 (9)

with j € A and ¢ € M, and assume that a set of precalculated
S; = C;(0), with § € P;, ¥j € N. Given the partial explicit
PWA control law (42), the scalar PWA descriptor function (44)
and the set of precomputed S;, Vj € NV, Algorithm 4 presents
the steps of WCPE-MPC, executed online at each time step in
order to obtain the command input u*.

The challenge in designing Algorithm 4 is the selection of
Ugyp, A (0), such that the total worst-case number of flops is
improved with respect to the implicit worst-case nj:*. The
number of possible partial explicit solutions that can be derived
from (38) is 2" — 2. We discuss next how to select only those
that can improve the implicit worst-case nj*.

Definition 6: Given a set of indices N € P, let niy* be the
worst-case number of flops of WCPE-MPC Algorithm 4 with
input argument the partial explicit solution ug, yr, such that

max

A" = N v T Mimp A (45)
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Algorithm 4: WCPE-MPC Algorithm.

Algorithm 5: WCPE Reduction Algorithm.

Input: Matrices H, F, G, W, w, 6 defining problem (2).
upr‘N(a):{KJQ—’_Cj’ VGGP]', VJGN},
r(@)={ri0)=K,0+¢ | 0P, iecM} and
{Si}ien
1: j« 1, f < TRUE;

: while f or j < # N do
compute O; () as in (44);
if Oj (0) = S]' then

f < FALSE;
else
Je=J+1L

end if
9: end while

10: if f =FALSE then

11:  returnu* — K;0 + ¢j;

12: else

13: 2" « execute Algorithm 1 with inputs

H F,G, W, w,0,

14:  return u* < first n, rows of z*;

15: end if
Output: Optimal control input sequence u*.

A A

max

where 1% is the required number of flops, in the worst case,
for locating a point in the partially explicit solution, and nj, 5™/
is the worst-case number of flops for the online solver.

Let P be the collection of all the possible sets of indices to
build the partial explicit solution (42), and let {N;}" ", with

=1 >

N; € P,Vie€{l,...,n, — 1},bethereduced collection of sets
of indices defined such that
Ny =N;Uh, Vji>i, he{l,....n,}\N; (462)
NimpN; < Mimpn; > VJ > 1 (46b)

with i € {1,...,n, —2} and j € {2,...,n, — 1}. Consider
the vth set of indices N, that defines the partial explicit solu-

tion ug, v, (0). Letniiy™ = ngo®y, + nipi*y, be the worst-case
number of flops of Algorithm 4 with ug,, - (0) as the input argu-

ment, and define the list of tuples Ty, = {7 }L#:qlr” , such that
Ty, ={T" € T |O(T") " {P;}jen, =0, Vi=1,...,#T}
(47)

with T the list of optimal tuples obtained from Algorithm 3. The
flops contribution of the implicit solver to the worst-case n\** is

v

max

o, = max{nimp (Th, )| i =1,...,# Ty, } (48)

with nipa* - = nimp(T5; ). Consider then N}, = N, U {h},
with A an index to be chosen, and the corresponding partial
explicit IE}W Ugyo n;, (0). The relation ngp™yy > ng™y h'o!ds by
construction for every h. Therefore, the necessary condition to
meet the requirement ny"™* < g™ is that njp, < Ny
and h is selected such that T}y, C P} In conclusion, {N; }Z’:’l_l
are the only set of indices for which the corresponding set
of partial explicit solutions g, - () can guarantee that

nj{‘/‘x < n2% holds true.

imp

n

Input: List of optimal tuples T = {Ti}fjlr from
Algorithm 3,
uixp(ﬁ) ={K,0+c¢;, V0P, i=1,...,n,} from (38),
r(0) ={r;(0) = K;0+¢ |0cP;, ic M}, andthe
memory occupancy of implicit MPC mjy,
I N =0, ugy, g 0,0 — 0, mpy 0,0« 0,
t«— 0

2: while i < n, do

3: s=argmax,_q, 4T} Nimp(T")}
4: Extract from T the tuple
T5 = (0%, A%, A3, b5, A% b2, J7, Jf,R’S,qS,nf;np);
5:  Remove tuple 7 from T}
6: forv=1,...,#Pdo
7 if©° NP, # () then
8: i—i+1,t— 0
9: N; — N1 U{v}
10: forj=1,...,#T do
11: Extract fromT the tuple
T = (@.j7Aj7A£7b£7.
A%’b%a JfanaRjaqjan{mP);
12: if A7 = A° then
13: t—1tUy;
14: end if
15: end for
16: Remove from T all the tuples indexed by t;
17: UZXP‘M(G):{KJ‘O'FC]', VQG’P]', V]E./\[z},
18: Compute ng‘g‘ N> Mexp,\; @S in (49);
19: | =argmaxy,_( . 4 T}{nimp(Th)}
20: Extract from T the tuple
T' = (0, Al AL b, AL L I L R g nly):
21: iyt — ngfg‘ Nt n{mp;
22: MAG, < Mimp + Mexp, A, 5
23: go to Step 2
24: end if
25: end for

26: end while
Output: List of partial explicit optimal solutions
{uzm I (0) ;’;fl and corresponding {nj{‘/“‘ ;L:fl and

memory allocation {my: }7 "

Note that we only provided the necessary condition for a
partial explicit solution wug,, N, (0) to improve the worst-case
number of flops of implicit MPC, that is, N; € {/\/}}?;fl, re-
ducing the set of interest from 2" — 2 to n,, — 1 possibilities.
However, the best partial PWA law, among the possible n,, — 1,
depends on the particular problem, and the given computational
and memory limits. To this purpose Algorithm 5 provides a way
to compute all the partial explicit solutions {ug, v, @yt
together with the lists of corresponding worst-case number of
flops {n{i"™ 11! and memory allocation {my: }/7'. The de-
signer can then select the best choice, considering the tradeoff
memory/worst-case computations.
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TABLE |
LisT T oF OPTIMAL TUPLES GENERATED BY ALGORITHM 3 FOR
PROBLEM (36)

A(T™) qo(T") Ramp (T ) (£, %, +)[sqrt
T} 0 unconstrained 350
T2 {4} 1 1782
T3 {2} 1 1742
T} {2,1} 2 2953
75 {2,1,4} 3 3883
TS {2,1,5} 3 3723
77 {2,1,4} 4 5283
TABLE Il

DIMENSIONS OF MPC PROBLEMS

Inverted pendulum  DC motor ~ Nonlinear demo  AFTI-16
Ny 5 4 5 6
Ny 1 1 3 2
Ny 2 2 2 2
N, 50 10 5 10
N, 5 2 2 2
n 5 3 6 5
m 10 10 18 12
ng 9 6 10 10

Given an index set of affine functions for the partial explicit
solution, the following equations characterize the maximum
number of flops and the memory occupancy of the explicit con-
trol law in WCPE-MPC

Nexpnr = 2170 + 219 # N + Z n' (492)
ieN
1 u u . :
Mexp = (ng + 1) # M +p(n ng 4+ ny) #N +22L;/\/”,.
f e
(49b)

Result 1: Let my; be the memory requirements for WCPE-
MPC, when implemented with the ith partial PWA function of
{Ni}ir . Then, my > my;, Vi > j. Let m be the memory
allocation to store the WCPE-MPC code (including GI solver
code), and the matrices required by the GI algorithm. Then, m
is independent from the particular selection of V;, and therefore
My, = M+ Mexp A, -

VI. EXAMPLES

We test the algorithms developed in the previous sections on
four benchmark MPC problems taken from the demos library of
the MPC Toolbox for MATLAB: An inverted pendulum control
problem, consisting of controlling a single-input-multioutput
inverted pendulum on a cart, with a measured disturbance and
input constraints; the dc motor control problem, concerning the
control of a dec servomechanism under voltage and shaft torque
constraints [43]; the nonlinear demo control problem, consisting
of controlling a multi-input multioutput nonlinear plant with a
linear MPC formulation; and the multivariable AFTI-16 aircraft
control problem, characterized by an open-loop unstable pole
and constraints on both inputs and outputs [44]. We use here
exactly the same settings used in the toolbox, and the dimen-
sions of all the problems are listed in Table II. The dc motor

and the AFTI-16 problems are detailed in [43] and [44], re-
spectively. The problem of the inverted pendulum on a cart is
described by

1 0.0095 0.0005 0O [0 0

0 0.9048 0.0934 0.0005 0 0.0095
Th41= T+ U,

0 —0.0010 1.0019 0.0100 0.0001 0.0001
0 —0.1905 0.3832 1.0019 10.0200 0.0190

(120
01

1000
Yk = 0010 Ty, Wauw =1, W, =1

— 200 <y, <200

(50)
while the nonlinear demo by the linear MPC setting
0.8187 0 0 0 0
0.1474 0.6550 —0.1637 0.0490 0.4878
Tr+1 = | 0.0164 0.1637 0.9825 0.0034 0.0524 | xp+
0 0 0 0.8013 —0.1801
0 0 0 0.1801 0.9813
0.1813 0 0
0.0164 0.1637 0.0034
-+ [0.0011 0.0175 0.0002 I
. . . Uk, Yk = 01200 Tk,
0 0 0.1801
0 0 0.0187
Way =011, W, =1,
[-3-2-2] <wu <[322].
(S

In Sections VI-A and VI-B, we present the results of worst-
case certification of implicit and explicit MPC, and the certified
improvements in the worst case when applying WCPE-MPC
to the same problems. In both sections, we use the most vio-
lated rule for the constraint selection. Then, Section VI-C shows
how to select the best constraint selection rule, with the lowest
certified worst-case number of flops.

A. Worst-Case Certification Algorithm

To better clarify the operation of Algorithm 3, Fig. 2 shows
a sample two-dimensional, section of the polyhedra associated
with optimal tuples {77} ¥ for the inverted pendulum control
problem, where regions corresponding to nodes that share the
same number of iterations have the same color. As all output
constraints are treated as soft constraints, the QP problem is
feasible over the entire set of interest. Table III shows the re-
sults of the certification algorithm for the GI solver described
by Algorithm 1, in which the standard most violated rule (15a)
is used for constraint selection, in terms of the worst-case num-
ber of iterations Npyax, the memory allocation mjp, in single
Mm% of flops.

and double precision, and the worst-case number 75
The table also collects information on explicit MPC, namely
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Fig. 2. Results of the explicit certification algorithm applied to the in-
verted pendulum problem: Partition of the parameter set © based on the
number of iterations required by the Gl QP solver (same color = same
number of QP iterations).

TABLE Il
RESULTS FROM THE COMPLEXITY CERTIFICATION ALGORITHM OF Gl
SOLVER (MAX VIOLATED SELECTION RULE (14A))

Inv. pend. DC motor Nonlin. demo AFTI-16
Explicit MPC
. 87 67 214 417
Moy (£, ) 3295 1622 8938 16531
Mexp 16| 32 bit (kb) 14.8| 21.6 8.0] 11.7 56.6| 93.4 88.2] 142.0
Implicit MPC
N max 10 9 9 16
Nimp (&£, *, =) [sqrt 3809| 22 2082/ 9.0 6109] 25 7807| 33
Mimp 16| 32 bit (kb) 8.5/9.2 8.2/ 8.6 9.0/ 10.3 8.6/ 9.4
tea 8] 198 173 287 9366

the number of regions of the multiparametric solution n,, its
MEmory OCCUPANcCy M.y, in single and double precision, and
the worst-case number ng* of flops, computed as in (41).
Memory allocation also comprises the solver code, that, in the
case of explicit MPC, is about 1 kB, while Algorithm 1 takes
approximately 7.7kB. We count square roots separately from
other arithmetic operations, as the associated flops depend on
the computer architecture. Table III allows the designer to as-
sess for each problem whether explicit is preferable than implicit
MPC in terms of speed and memory occupancy. By referring
to Table III, it turns out that for the inverted pendulum and dc
motor problems explicit MPC would be the preferred choice
if the worst-case speed is the sole concern. For the inverted
pendulum problem, for example, if memory occupancy is also
taken into account one may trade off a 15.6% increase of worst-
case flops for a memory reduction of 57.4% by adopting im-
plicit MPC. For the nonlinear and AFTI-16 problems, implicit
MPC outperforms the explicit solution in terms of both mem-
ory and speed, for instance, a memory reduction of 93.4% and
a worst-case flops reduction of 52.8% in the AFTI-16 prob-
lem. Table III collects also the offline time ¢, taken by the
certification algorithm to execute on a 2.50 GHz Intel Core
17-4710MQ CPU.

TABLE IV
CHARACTERIZATION OF EXPLICIT, IMPLICIT AND WCPE-MPC WITH AN
INCREASING CONTROL HORIZON FOR THE INVERTED PENDULUM PROBLEM
(DOUBLE PRECISION)

Explicit MPC Implicit MPC WCPE-MPC tea [s]
Ny ny ngg™ meg™ Ny [ Mimp NS Mo
5 87 3295 21.6 10 3809| 22 9.2 3621 12.2 198
6 149 5645 36.4 12 6441 33 9.8 5974 13.2 589
7 245 9311 59.3 14 10054/48 104 9207 13.9 3226
8 373 14213 90.0 16 14783[64 11.1 13650 14.1 6475
9 551 21023 1326 18 20749/80 11.9 19180 155 14252
10 763 29188 1835 20 2809599 127 26101 163 26262

B. Results for WCPE-MPC

Table IV presents the results obtained with WCPE-MPC
applied to the inverted pendulum problem, together with the
performance of explicit and implicit MPC. To better understand
how the certification algorithm and the three different MPC
implementations scale up with the problem dimension, several
tests are reported by increasing the control horizon [V, . For what
concerns WCPE-MPC, the reported worst-case flops nji/!™* and
memory occupancy my~ refer to the partial explicit solution
selected according to the best tradeoff memory/speed. This is
highlighted in Fig. 3, which shows three out of the six exper-
iments collected by Table IV. The partial explicit PWA solu-
tions ugy, ; (0), with Nj € {N;}" |*, are obtained by running
Algorithm 5. From Result 1, the worst-case number of flops is
represented as a function of the increasing memory occupancy
my; (yellow line). The results are compared to the worst-case
computational cost of both explicit (dashed red line) and implicit
(dashed blue line) MPC, the latter derived from Algorithm 3.
The points of best tradeoff between memory worst-case number
of flops of WCPE-MPC are highlighted in the figure.

For N, =5 (top figure), implicit MPC and all the possi-
ble implementations of WCPE-MPC are computationally more
intensive than explicit MPC, which is therefore the preferred
solution if the available memory is enough (21.6 kB in the
case of double precision). However, when memory is taken
into account, WCPE-MPC implemented with the partial PWA
law corresponding to the point p; guarantees a memory re-
duction of 56.3%, while worsening the worst-case number of
flops only by 9.9%; implicit MPC would instead increase flops
by 15.6%.

By increasing the control horizon to N, =8 (middle
figure), the computational cost of implicit MPC is still higher
than explicit MPC, even though the difference is smaller and im-
plicit MPC could be selected for reduced memory occupancy.
In this case, however, WCPE-MPC outperforms even explicit
MPC, providing 4.0% worst-case flops reduction and 84.3%
less memory usage.

Finally, when N, = 10 (bottom figure), the results are re-
versed: implicit MPC is certified to be faster than explicit MPC
and therefore it is the preferred solution both in terms of memory
and speed. The use of WCPE-MPC further enhances the perfor-
mance of implicit MPC, by reducing its worst-case number of
flops by 7% and allocating 3.6 kB more.
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Fig. 3. Results of WCPE-MPC for the inverted pendulum problem with
N, =5 (top), N, = 8 (middle) and N,, = 10 (bottom). Computational
complexity (yellow line) of WCPE-MPC is plotted as a function of the
memory occupancy required to store an increasing number of regions,
the complexity of implicit (blue line) and explicit (red line) MPC, and the
corresponding memory requirements stored (in brackets). The circled
points correspond to the best tradeoff between memory and worst-case
execution time.

The above examples clarify the versatility of WCPE-MPC,
adding extra flexibility than pure explicit or implicit to enhance
speed and/or reduce memory requirements.

C. Results for Different Selection Strategies

Fig. 4 shows the results relative to different selection strate-
gies for the violated constraint p, namely the most-violated (15a)
and the first-violated (15b) rules. The figure also shows that it
is possible to combine both the certification of WCPE-MPC
and the certification of the constraint selection strategy to best
choose among all the degrees of freedom available for evaluating
the MPC control law.

T T T T T
— nVA* - most violated nA* - first violated
4,000 |- Ni N .
7]
o
9)
=
k)
— 3,500 - B
2
g
=]
Z
3,000 ” N
I I I I I
10 15 20 25 30
-10%
T T T T T
L  — n/"\‘/?x - most violated nj{}f" - first violated i
7]
=9
)
=
5 0.8 - B
et
1)
°
g 0.6
Z 0.
5
0.4 | | | | |
20 40 60 80 100

Memory Occupancy myy, (kB)

Fig.4. Results for the certification of the most-violated and first-violated
constraint selection rules. From top to bottom: the inverted pendulum on
a cart and the nonlinear demo problems. The results are combined with
WCPE-MPC to allow selecting the best implementation among all the
design degrees of freedom available.

For the inverted pendulum example (top figure), implemented
with N, = 5 as in Table III, the first-violated rule outperforms
not only the most-violated one, but allows WCPE-MPC to even
improve the results of explicit MPC, that would have been
the best choice from what observed in Section VI-B. Indeed,
WCPE-MPC implemented according to the partial explicit law
corresponding to “p,” in Fig. 4, guarantees a certified 8.2% re-
duction of worst-case flops and a certified 30.7% reduction of
memory with respect to explicit MPC.

On the other hand, for the nonlinear demo problem (bottom
plot in Fig. 4), the use of the first-violated rule brings extra
cost with respect to the most violated rule, and therefore the
best configuration would be the implementation of WCPE-MPC
with the partial explicit law selected according to “p;” in Fig. 3.
By considering the results in Table III, WCPE-MPC designed
in this way enhances implicit MPC speed by 15.6%, requiring
only 5.2 kB more memory.

VIl. CONCLUSION

By analyzing a dual active-set solver for QP in a parametric
way, this paper has provided methods to exactly quantify the
worst-case number of flops and memory requirements of linear
MPC based on online QP of moderate size. Such a characteriza-
tion is a crucial requirement to certify that the MPC controller is
safely implementable in a real-time system. Partial enumeration
MPC schemes that combine explicit and implicit MPC can be
also certified for worst-case behavior, allowing one to select the
best tradeoff between memory occupancy and complexity.
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The key property exploited in the certification algorithm is the
PWA nature of the intermediate solution steps of the solver with
respect to the vector of parameters perturbing the QP prob-
lem, that allows splitting the operating range of parameters
recursively into convex polyhedral cells, each one labeled with
the number of iterations and flops needed to obtain the opti-
mizer. Current research is devoted to extending the ideas of
the paper to other QP solvers for embedded MPC that enjoy a
similar property.
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