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Further switched systems

A. Bemporad, M. K. Çamlıbel, W. P. M. H. Heemels, A. J. van der Schaft,
J. M. Schumacher, and B. De Schutter

Mixed logical dynamical systems and linear complementarity systems are
representations of switched systems, which under the conditions described
here are equivalent to the model used in Chapter 4. They are particularly use-
ful for model-predictive control. The equivalences of several hybrid system
models show that different models, which are suitable for specific analysis
and design problems and have been investigated in detail, cover the same
class of hybrid systems. The analysis of the well-posedness of the models
leads to conditions on the model equations under which a unique solution
exists.
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5 Further switched systems 141

5.1 Model-predictive control of hybrid systems

Model-predictive control (MPC) is a widely used technology in industry for control
design of highly complex multivariable processes. The idea behind MPC is to start
with a model of the open-loop process that explains the dynamical relations among
system’s variables (command inputs, internal states, and measured outputs). Then,
constraint specifications on system variables are added, such as input limitations
(typically due to actuator saturation) and desired ranges where states and outputs
should remain. Desired performance specifications complete the control problem
setup and are expressed through different weights on tracking errors and actuator
efforts (as in classical linear quadratic regulation). At each sampling time, an open-
loop optimal control problem based on the given model, constraints, weights, and
with initial condition set at the current (measured or estimated) state, is repeatedly
solved through numerical optimization. The result of the optimization is an optimal
sequence of future control moves. Only the first sample of such a sequence is actu-
ally applied to the process; the remaining moves are discarded. At the next time step,
a new optimal control problem based on new measurements is solved over a shifted
prediction horizon.

After quickly reviewing the basics of MPC based on linear models, in this sec-
tion we introduce two hybrid model classes useful for MPC design, discrete hybrid
automata (DHA) and mixed logical dynamical systems, and review the main ideas
of hybrid MPC.

This section is based on the paper [58] for reviewing the basics of model-
predictive control (MPC), and on [632] for DHA and MLD models used in MPC
of hybrid systems.

5.1.1 Linear model-predictive control

The simplest MPC algorithm is based on the linear discrete-time prediction model

x(k + 1) = Ax(k) + Bu(k) (5.1)

of the open-loop process, where x(k) ∈ Rn is the state vector at time k, and u(k) ∈
Rm is the vector of manipulated variables to be determined by the controller, and on
the solution of the finite-time-optimal control problem

min
U

xT
NP xN +

N−1∑

k=0

xT(k)Qx(k) + uT(k)Ru(k), (5.2a)

s.t. x(k + 1) = Ax(k) + Bu(k), k = 0, . . . , N − 1, (5.2b)

x0 = x(k), (5.2c)
umin ≤ u(k) ≤ umax, k = 0, . . . , N − 1, (5.2d)
ymin ≤ Cx(k) ≤ ymax, k = 1, . . . , N, (5.2e)

where N is the prediction horizon, U ! [ uT(0) ··· uT(N−1) ]T ∈ RNm is the se-
quence of manipulated variables to be optimized, Q = QT ≥ 0, R = RT > 0, and
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P = P T ≥ 0 are weight matrices of appropriate dimensions defining the perfor-
mance index, umin, umax ∈ Rm, ymin, ymax ∈ Rp, C ∈ Rp×n define constraints
on input and state variables, respectively, and “≤” denotes component-wise inequal-
ities. By substituting x(k) = Akx(k)+

∑k−1
j=0 AjBu(k−1−j), (5.2) can be recast

as the quadratic programming (QP) problem

U∗(x(k)) ! argmin
U

1
2
UTHU + xT(k)CTU +

1
2
xT(k)Y x(k), (5.3a)

s.t. GU ≤W + Sx(k), (5.3b)

where U∗(x(k)) = [ uT∗(0)(x(k)) ... uT∗(N−1)(x(k)) ]T is the optimal solution, H =
HT > 0 and C, Y , G, W , S are matrices of appropriate dimensions [57, 67, 69].
Note that Y is not needed to compute U∗(x(k)), as it only affects the optimal value
of (5.3a).

The MPC control algorithm is based on the following iterations: at time k, mea-
sure or estimate the current state x(k), solve the QP problem (5.3) to get the optimal
sequence of future input moves U∗(x(k)), apply

u(k) = u∗
0(x(k)) (5.4)

to the process, discard the remaining optimal moves, and repeat the procedure again
at time k + 1.

In the absence of constraints (5.2d)–(5.2e), for N → ∞ (or, equivalently, for
N <∞ and by choosing P as the solution of the algebraic Riccati equation associ-
ated with matrices (A, B) and weights (Q, R)), the MPC control law (5.3)–(5.4) co-
incides with the linear quadratic regulator (LQR) [67]. From a design viewpoint, the
MPC setup (5.2) can therefore be thought of as a way of bringing the LQR method-
ology to systems with constraints.

The basic MPC setup (5.2) can be extended in many ways. In particular in track-
ing problems usually one has to make a certain output vector y(k) = Cx(k) ∈ Rp

track a reference signal r(k) ∈ Rp under constraints (5.2d)–(5.2e). In order to do so,
the cost function (5.2a) is replaced by

N−1∑

k=0

(y(k)− r(k))TQy(y(k)− r(k)) + ∆uT(k)R∆u(k), (5.5)

where Qy = QT
y ≥ 0 ∈ Rp×p is a matrix of output weights, and the increments of

command variables ∆u(k) ! u(k) − u(k − 1) are the new optimization variables,
possibly further constrained by ∆umin ≤ ∆u(k) ≤ ∆umin. In the above tracking
setup vector [xT(k) rT(k) uT(t − 1)]T replaces x(k) in (5.3b) and the control
law (5.4) becomes u(k) = u(k − 1) + ∆u∗

0(x(k), r(k), u(k − 1)).
The standard way of computing the linear MPC control action, which is imple-

mented in most commercial MPC packages, is to solve the QP problem (5.3) on-line
at each time k (for example in the MPC Toolbox for MATLAB [69]).
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Fig. 5.1 Discrete hybrid automaton (DHA) as the connection of a finite-state
machine (FSM) and a switched affine system (SAS), through a mode selector
(MS) and an event generator (EG). The output signals are omitted for clarity.

Besides MPC schemes based on linear prediction models, several formulations
of MPC based on general smooth nonlinear prediction models (as well as on un-
certain linear models) exist. Most of them rely on nonlinear optimization methods
for generic nonlinear functions/constraints to compute the control actions, and are
therefore more rarely deployed in practical applications.

MPC based on hybrid dynamical models has emerged as a very promising ap-
proach to handle switching linear dynamics, on/off inputs, logic states, as well as
logic constraints on input and state variables [62]. Here below we review a modeling
framework for hybrid systems that is tailored to the synthesis of MPC controllers.

5.1.2 Discrete hybrid automata

Discrete hybrid automata (DHA) [632] are the interconnection of a finite-state ma-
chine and a switched linear dynamical system through a mode selector and an event
generator (Fig. 5.1).

In the following we will use the fact that any discrete variable α ∈ {α1, . . . ,αj},
admits a Boolean encoding a ∈ {0, 1}d(j), where d(j) is the number of bits used to
represent α1, . . . , αj . From now on we will refer to either the variable or its encoding
with the same name.

Switched affine system (SAS) A switched affine system is a collection of linear
affine systems:
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xc(k + 1) = Ai(k)xc(k) + Bi(k)uc(k) + f i(k), (5.6a)
yc(k) = Ci(k)xc(k) + Di(k)uc(k) + gi(k), (5.6b)

where k ∈ Z+ is the time indicator, xc ∈ Xc ⊆ Rnc is the continuous state vec-
tor, uc ∈ Uc ⊆ Rmc is the exogenous continuous input vector, yc ∈ Yc ⊆ Rpc

is the continuous output vector, {Ai, Bi, f i, Ci, Di, gi}i∈Q is a collection of ma-
trices of opportune dimensions, and the mode i(k) ∈ Q ! {1, . . . , s} is an input
signal that chooses the affine state update dynamics. An SAS can be rewritten as the
combination of linear terms and if-then-else rules: the state-update equation (5.6a) is
equivalent to

z1(k) =
{

A1xc(k) + B1uc(k) + f1, if (i(k) = 1),
0, otherwise, (5.7a)

...

zs(k) =
{

Asxc(k) + Bsuc(k) + fs, if (i(k) = s),
0, otherwise, (5.7b)

xc(k + 1) =
s∑

i=1

zi(k), (5.7c)

where zi(k) ∈ Rnc , i = 1, . . . , s, and (5.6b) admits a similar transformation.

Event generator (EG) An event generator is a mathematical object that generates
a logic signal according to the satisfaction of a linear affine constraint

δe(k) = fH(xc(k), uc(k), k), (5.8)

where fH : Xc × Uc × Z≥0 → D ⊆ {0, 1}ne is a vector of descriptive functions
of a linear hyperplane, and Z≥0 ! {0, 1, . . .} is the set of nonnegative integers. In
particular threshold events are modeled as [δi

e(k) = 1]↔ [aTxc(k)+bTuc(k) ≤ c],
where the superscript i denotes the i-th component of a vector. Time events can be
also modeled as: [δi

e(k) = 1] ↔ [t(k) ≥ t0], where t(k + 1) = t(k) + Ts denotes
time, Ts is the sampling time, and t0 is a given time.

Finite state machine (FSM) A finite-state machine (or automaton) is a discrete
dynamical process that evolves according to a logic state update function:

x!(k + 1) = fB(x!(k), u!(k), δe(k)), (5.9a)

where x! ∈ X! ⊆ {0, 1}n! is the Boolean state, u! ∈ U! ⊆ {0, 1}m! is the ex-
ogenous Boolean input, δe(k) is the endogenous input coming from the EG, and
fB : X! × U! × D → X! is a deterministic logic function. (Here we will only re-
fer to synchronous finite-state machines, where the transitions may happen only at
sampling times. The adjective “synchronous” will be omitted for brevity.) An FSM
can be conveniently represented using an oriented graph. An FSM may also have an
associated Boolean output
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y!(k) = gB(x!(k), u!(k), δe(k)), (5.9b)

where y! ∈ Y! ⊆ {0, 1}p! and g! : Xc × Uc ×D → Y!.

Mode selector (MS) The logic state x!(k), the Boolean inputs u!(k), and the
events δe(k) select the dynamical mode i(k) of the SAS through a Boolean function
fM : X! × U! × D → Q, which is therefore called a mode selector. The output of
this function

i(k) = fM(x!(k), u!(k), δe(k)) (5.10)

is called the active mode. We say that a mode switch occurs at step k if i(k) *=
i(k − 1). Note that, in contrast to continuous-time hybrid models, where switches
can occur at any time, in our discrete-time setting a mode switch can only occur at
sampling instants.

DHA are related to hybrid automata (HA) [15], the main difference is in the
time model: DHA admit time in the natural numbers, while in HA the time is a
real number. Moreover, DHA models do not allow instantaneous transitions, and are
deterministic, as opposed to HA where any enabled transition may occur in zero time.
This has two consequences: (i) DHA do not admit live-locks (infinite switches in zero
time), (ii) DHA do not admit Zeno behaviors (infinite switches in finite time). Finally,
in DHA models, guards, reset maps, and continuous dynamics are limited to linear
affine functions. Moreover, contrarily to HA, in DHA the continuous dynamics is not
a property of the state of the automaton but is selected by the mode selector (MS)
according also to discrete inputs and events. For equivalence results between linear
hybrid automata and continuous-time piecewise affine systems see [136]. Reset maps
in DHA can be dealt with as described in [632].

5.1.3 Mixed logical dynamical systems

This section describes how to transform a DHA into an equivalent hybrid model
described by linear mixed-integer equations and inequalities, by generalizing sev-
eral results that have already appeared in the literature [62, 331, 455, 553, 664].
The hybrid systems modeling language HYSDEL introduced in [632] and also de-
scribed in Chapter 10 was developed to describe DHA and to automatically operate
the transformations.

Logical functions Boolean functions can be equivalently expressed by inequali-
ties [165].

In order to introduce our notation, we recall here some basic definitions of
Boolean algebra. A variable X is a Boolean variable if X ∈ {0, 1}. A Boolean
expression is inductively defined (for the sake of simplicity, we will neglect prece-
dence) by the grammar

φ ::= X |¬φ1|φ1 ∨ φ2|φ1 ⊕ φ2|φ1 ∧ φ2|
φ1 ← φ2|φ1 → φ2|φ1 ↔ φ2|(φ1),

(5.11)
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where X is a Boolean variable, and the logic operators ¬ (not), ∨ (or), ∧ (and),←
(implied by),→ (implies),↔ (iff) have the usual semantics. A Boolean expression is
in conjunctive normal form (CNF) or product of sums if it can be written according
to the following grammar:

φ ::= ψ|φ ∧ ψ, (5.12)
ψ ::= ψ1 ∨ ψ2|¬X |X, (5.13)

where ψ are called the terms of the product, and X are the terms of the sum ψ. A
CNF is minimal if it has the minimum number of terms of product and each term has
the minimum number of terms of sum. Every Boolean expression can be rewritten
as a minimal CNF.

A Boolean expression f will be also called a Boolean function when is used to
define a literal Xn as a function of X1, . . . , Xn−1:

Xn = f(X1, X2, . . . , Xn−1). (5.14)

In general, we can define relations among Boolean variables X1, . . . , Xn through a
Boolean formula

F (X1, . . . , Xn) = 1, (5.15)

where Xi ∈ {0, 1}, i = 1, . . . , n. Note that each Boolean function is also a Boolean
formula, but not vice versa. Boolean formulas can be equivalently translated into a
set of integer linear inequalities. For instance, X1 ∨X2 = 1 is equivalent to X1 +
X2 ≥ 1 [664]. The translation can be performed either using an symbolical method
or a geometrical method (see details in [632]). In particular, the symbolical method
consists of first converting (5.14) or (5.15) into its CNF

m∧

j=1




∨

i∈Pj

Xi

∨

i∈Nj

¬Xi



 ,

with Nj, Pj ⊆ {1, . . . , n} ∀j = 1, . . . , m. Then, the corresponding set of integer
linear inequalities is






1 ≤
∑

i∈P1
Xi +

∑
i∈N1

(1−Xi),
...
1 ≤

∑
i∈Pm

Xi +
∑

i∈Nm
(1−Xi).

(5.16)

Continuous-logic interfaces By using the so-called “big-M” technique, events of
the form (5.8) can be equivalently expressed as

f i
H(xc(k), uc(k), k) ≤M i(1− δi

e), (5.17a)

f i
H(xc(k), uc(k), k) > miδi

e, i = 1, . . . , ne, (5.17b)
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where M i, mi are upper and lower bounds, respectively, on f i
H(xc(k), uc(k), k). As

we will point out in Section 5.19e, sometimes, from a computational point of view,
it may be convenient to have a system of inequalities without strict inequalities. In
this case we will follow the common practice [664] of replacing the strict inequal-
ity (5.17b) by

f i
H(xc(k), uc(k), k) ≥ ε + (mi − ε)δi

e, (5.17c)

where ε is a small positive scalar, e.g. the machine precision, although the equiva-
lence does not hold for 0 < f i

H(xc(k), uc(k), k) < ε, as the numbers in the interval
(0, ε) cannot be represented in a computer.

The most common logic to continuous interface is the if-then-else construct

IF δ THEN z = aT
1 x + bT

1 u + f1 ELSE z = aT
2 x + bT

2 u + f2, (5.18)

which can be translated into [66]

(m2 −M1)δ + z ≤ a2x + b2u + f2, (5.19a)
(m1 −M2)δ − z ≤ −a2x− b2u− f2, (5.19b)

(m1 −M2)(1 − δ) + z ≤ a1x + b1u + f1, (5.19c)
(m2 −M1)(1 − δ)− z ≤ −a1x− b1u− f1, (5.19d)

where Mi, mi are upper and lower bounds on aix + biu + fi, i = 1, 2, δ ∈ {0, 1},
z ∈ R, x ∈ Rn, u ∈ Rm. Note that when a2, b2, f2 are zero, (5.18)–(5.19) coincide
with the product z = δ · (ax + bu + f) described in [664].

Continuous dynamics As already mentioned, we will deal with dynamics de-
scribed by linear affine difference equations

xc(k + 1) =
s∑

i=1

zi(k). (5.20)

Mixed logical dynamical systems In [62] the authors proposed discrete-time hy-
brid systems denoted as mixed logical dynamical (MLD) systems. An MLD system
is described by the following relations:

x(k + 1) = Ax(k) + B1u(k) + B2δ(k) + B3z(k) + B5, (5.21a)
y(k) = Cx(k) + D1u(k) + D2δ(k) + D3z(k) + D5, (5.21b)

E2δ(k) + E3z(k) ≤ E1u(k) + E4x(k) + E5, (5.21c)

Ẽ2δ(k) + Ẽ3z(k) < Ẽ1u(k) + Ẽ4x(k) + Ẽ5. (5.21d)

where x ∈ Rnc × {0, 1}n! is a vector of continuous and binary states, u ∈
Rmc × {0, 1}m! are the inputs, y ∈ Rpc × {0, 1}p! the outputs, δ ∈ {0, 1}r!,
z ∈ Rrc represent auxiliary binary and continuous variables, respectively, and A,
B1, B2, B3, C, D1, D2, D3, E1,. . . ,E5, and Ẽ1,. . . ,Ẽ5 are matrices of suitable
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dimensions. Given the current state x(k) and input u(k), the time-evolution of (5.21)
is determined by solving δ(k) and z(k) from (5.21c)–(5.21d), and then updating
xT(k) and y(k) from (5.21a)–(5.21b). Since the problems of synthesis and analysis
of MLD models are tackled using optimization techniques, we have replaced strict
inequalities as in (5.17b) by non-strict inequalities as in (5.17c). (One may also ex-
plicitly include in (5.21) strict inequalities, as well as equalities.) A formal definition
of well-posedness for MLD systems and a test to assess the well-posedness have
been presented in [62].

For equivalence results between MLD systems and PWA systems, see
Section 5.3.

5.1.4 Hybrid model-predictive control

MPC based on hybrid dynamical models has emerged in recent years as a very
promising approach to operate switching linear dynamics, on/off inputs, and logic
states, subject to combinations of linear and logical constraints on input and state
variables [62]. Hybrid dynamics are often so complex that a satisfactory feedback
controller cannot be synthesized by using analytical tools, and heuristic design pro-
cedures usually require trial and error sessions and extensive testing, and are time
consuming, costly, and often inadequate to deal with the complexity of the hybrid
control problem properly.

As for the linear MPC case, hybrid MPC design is a systematic approach to meet
performance and constraint specifications in spite of the aforementioned switching
among different linear dynamics, logical state transitions, and more complex logical
constraints on system’s variables. The approach consists of modeling the switch-
ing open-loop process and constraints as a discrete hybrid automaton using the lan-
guage HYSDEL [632], and then automatically transforming the model into the MLD
form (5.21).

The associated finite-horizon optimal control problem based on quadratic costs
takes the form (5.3) with

U = [ uT(0) ... uT(N−1) δT(0) ... δT(N−1) zT(0) ... zT(N−1) ]T ,

subject to the further restriction that some of the components of U must be either 0
or 1. The problem is therefore a mixed-integer quadratic programming (MIQP) prob-
lem, for which both commercial [198, 334] and public domain solvers (such as the
one in [61]) are available. When infinity norms ‖Qx(k)‖∞, ‖Ru(k)‖∞, ‖Px(k)‖∞
are used in (5.2a) in place of quadratic costs, the optimization problem becomes a
mixed-integer linear programming (MILP) problem [57, 63], which can be also han-
dled by efficient public domain solvers such as [434], as well as by commercial
solvers [198, 334].

Unfortunately MIPs are NP-complete problems. However, the state of the art in
solving MIP problems is growing constantly, and problems of relatively large size
can be solved quite efficiently. While MIP problems can always be solved to the
global optimum, closed-loop stability properties can be guaranteed as long as the
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optimum value in (5.3) decreases at each time step. Usually, MIP solvers provide
good feasible solutions within a relatively short time compared to the total time re-
quired to find and certify the global optimum. In the worst-case the complexity of
optimally computing the control action u(k) on-line at each time k depends expo-
nentially on the number of integer variables [553]. In principle, this limits the scope
of application of the proposed method to relatively slow systems, since the sampling
time should be large enough for real-time implementation to allow the worst-case
computation.

In general, an MIP solver provides the solution after solving a sequence of re-
laxed standard linear (or quadratic) problems (LP, QP). A potential drawback of MIP
is (1) the need for converting the discrete/logic part of the hybrid problem into mixed-
integer inequalities, therefore losing most of the original discrete structure, and (2)
the fact that its efficiency mainly relies upon the tightness of the continuous LP/QP
relaxations. Such drawbacks are not suffered by techniques for solving constraint sat-
isfaction problems (CSP), i.e. the problem of determining whether a set of constraints
over discrete variables can be satisfied. Under the class of CSP solvers we mention
constraint logic programming (CLP) [439] and satisfiability (SAT) solvers [287], the
latter specialized for the satisfiability of Boolean formulas. The approach of [60]
combines MIP and CSP techniques in a co-operative way. In particular, convex pro-
gramming for optimization over real variables, and SAT solvers for determining the
satisfiability of Boolean formulas (or logic constraints), are combined in a single
branch and bound solver.

Another approach for reducing the complexity of on-line computations is to look
for suboptimal solutions. For instance in [337] the authors propose to suitably con-
strain the mode sequence over the prediction horizon, so that on-line optimization
is solved more quickly. Although closed-loop stability is still guaranteed by this ap-
proach, clearly in general the overall tracking performance of the feedback loop gets
deteriorated.

In the last decade, explicit model-predictive control has been proposed as a way
to completely get rid of the need of on-line solvers (see [11] for a survey on explicit
MPC).

For linear MPC, to get rid of on-line QP an approach to evaluate the MPC
law (5.4) was proposed in [67]. Rather then solving the QP problem (5.3) on-line
for the current vector x(k), the idea is to solve (5.3) off-line for all vectors x within
a given range and make the dependence of u on x explicit (rather than implicitly
defined by the optimization procedure (5.3)). The key idea is to treat (5.3) as a multi-
parametric quadratic programming problem, where x(k) is the vector of parameters.
It turns out that the optimizer U∗ : Rn → RmNu is a piecewise affine and continuous
function, and consequently the MPC controller defined by (5.4) can be represented
explicitly as

u(x) =






F 1x + g1 if H1x ≤ k1
...

...
F Mx + gM if HMx ≤ kM .

(5.22)
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It turns also out that the set of states X ∗ for which problem (5.3) admits a solution is
a polyhedron, and that the optimum value in (5.3) is a piecewise quadratic, convex,
and continuous function of x(k). The controller structure (5.22) is simply a look-up
table of linear gains (F i, gi), where the i-th gain is selected according to the set of
linear inequalities H ix ≤ ki that the state vector satisfies. Hence, the evaluation
of the MPC controller (5.4), once put in the form (5.22), can be carried out by a
very simple piece of control code. In the most naive implementation, the number of
operations depends linearly in the worst case on the number M of partitions, or even
logarithmically if the partitions are properly stored [630].

An alternative way of solving MIP problems on-line is to extend explicit MPC
ideas to the hybrid case. For hybrid MPC problems based on infinity norms, [63]
showed that an equivalent piecewise affine explicit reformulation–possibly discon-
tinuous, due to binary variables–can be obtained through off-line multiparametric
mixed-integer linear programming techniques.

Thanks to the possibility of converting hybrid models (such as those designed
through HYSDEL) to an equivalent piecewise affine (PWA) form [56], an explicit hy-
brid MPC approach dealing with quadratic costs was proposed in [105], based on dy-
namical programming (DP) iterations. Multiparametric quadratic programs (mpQP)
are solved at each iteration, and quadratic value functions are compared to possi-
bly eliminate regions that are proved to never be optimal. A different approach still
exploiting the PWA structure of the hybrid model was proposed in [446], where all
possible switching sequences are enumerated, an mpQP is solved for each sequence,
and quadratic costs are compared on-line to determine the optimal input (in this re-
spect, one could define the approach semi-explicit). To overcome the problem of
enumerating all switching sequences and storing all the corresponding mpQP solu-
tions, backwards reachability analysis is exploited in [10] (and implemented in the
Hybrid Toolbox). A procedure to post-process the mpQP solutions and eliminate
all polyhedra (and their associated control gains) that never provide the lowest cost
was suggested in [10]. Typically the DP approach provides simpler explicit solu-
tions when long horizons N are chosen, but on the contrary tends to subdivide the
state space in a larger number of polyhedra than the enumeration approach for short
horizons.

For closed-loop convergence results of hybrid MPC the reader is referred to [62,
138, 386, 387, 388] and to the PhD thesis [385]. Extensions of hybrid MPC to
stochastic hybrid systems was proposed in [59], and to event-based continuous-time
hybrid systems in [71].

The Hybrid Toolbox for MATLAB [57] provides a nice development environ-
ment for hybrid and explicit MPC design. Hybrid dynamical systems described
in HYSDEL are automatically converted to MATLAB MLD and PWA objects.
MLD and PWA objects can be validated in open-loop simulation, either from the
command line or through their corresponding Simulink blocks. Hybrid MPC con-
trollers based on MILP/MIQP optimization can be designed and simulated, either
from the command line or in Simulink, and can be converted to their explicit form
for deployment. Several demos are available in the Hybrid Toolbox distribution.
The toolbox can be freely downloaded from http://www.dii.unisi.it/hybrid/toolbox.

http://www.dii.unisi.it/hybrid/toolbox
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Similar functionalities are also included in the Multi Parametric Toolbox [375]. The
reader is referred to Chapter 10 for a more detailed description of these tools.

In conclusion, hybrid MPC control can deal with very complex specifications
in terms of models and constraints by using mixed-integer programming solvers.
Explicit versions of hybrid MPC are possible, but still limited to small systems with
few binary variables. Examples of applications of hybrid MPC to industrial control
problems arising in the automotive domain are reported in Chapter 15.

5.2 Complementarity systems

5.2.1 Modeling aim

In many areas, especially in the domain of physical systems or in economic ap-
plications, continuous-time hybrid systems usually arise in specific forms. The
continuous-time dynamics corresponding to the different modes, as well as their lo-
cation invariants and guards, are often closely related. Indeed, in many cases the
dynamics corresponding to the different modes all share a part that can be called the
core dynamics of the system.

The theory of complementarity hybrid systems, as originally put forward in
[572, 573], aims at providing a compact representation of many of such systems.
It combines location invariants and guards in the form of complementarity condi-
tions such as 0 ≤ z ⊥ w ≥ 0, where z and w are equal-dimensioned vectors, and
the inequalities hold componentwise. It is not without reason that many hybrid sys-
tems can be formulated in this manner, since complementarity conditions are closely
related with variational and optimal formulations, which are known to be underly-
ing many systems in physics and economical applications. Furthermore, it can be
shown that, roughly speaking, all piecewise-linear characteristics can be modeled by
complementarity conditions.

In addition to the rather broad applicability of complementarity modeling there
are two other important advantages of complementarity models. First, comple-
mentarity models often provide a very compact description of hybrid systems, es-
pecially in comparison with hybrid automata. Furthermore, the complementarity
model usually remains to the physics of the system, and physical system prop-
erties (such as passivity) are naturally reflected in the representation. Secondly,
complementarity modeling offers powerful methods for analysis. Using the well-
developed theory of the linear complementarity problem (LCP) from optimiza-
tion theory [189] one may prove strong results concerning well-posedness (ex-
istence and uniqueness of solutions), stability and controllability. Also the the-
ory of the LCP offers a wealth of computational methods, e.g. for the efficient
computation of the next location at an event time. We refer to, e.g., [149, 300]
for a detailed description of these results, especially for linear complementarity
systems.

In this section we will mainly concentrate on indicating the modeling power of
complementarity hybrid systems by discussing a list of appealing examples from
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different application areas, including the running examples in this handbook. Fur-
thermore, we will briefly sketch some of the main results which have been obtained
on the well-posedness, stability, controllability, and stabilizability of linear comple-
mentarity systems.

5.2.2 Definition

Complementarity systems can be constructed as follows [572, 573]. Start from a
nonlinear input/output system, with k inputs and k outputs:

dx

dt
(t) = f(x(t), u(t)), (5.23a)

y(t) = h(x(t), u(t)), (5.23b)

where x(t) is an n-dimensional state variable, u(t) ∈ Rk is the input vector and
y(t) ∈ Rk is the output vector. To the system (5.23a)–(5.23(b)), add the relation

0 ≤ y(t) ⊥ u(t) ≥ 0. (5.23c)

A relation of the form (5.23c) are called a complementarity relation in mathematical
programming; whence the name complementarity systems for dynamical systems of
the form (5.23). Note that (5.23c) is equivalent to the componentwise requirement
that, for each i = 1, . . . , k, the following holds: yi(t) ≥ 0, ui(t) ≥ 0, and at least
one of these two inequalities is satisfied with equality.

In view of the particular role of the input and output variables in the formulation
of complementarity systems, the notations y and u are sometimes replaced by w
and z, to steer away from the interpretation of the input as a control and the output
as an observation and also to be in line with notational conventions in mathematical
programming. In addition, the formulation in (5.23) can be made more general by
allowing the functions f and h to depend directly on time.

Implicit in (5.23c) is the choice of an “active index set” α(t) ⊂ {1, . . . , k} which
is such that yi(t) = 0 for i ∈ α(t) and ui(t) = 0 for i *∈ α(t). Any such index set is
said to represent a mode of operation. In a fixed mode, the system above behaves as
the dynamical system described by the differential equation (5.23a) and the algebraic
relations (5.23b) together with the equalities that follow from the choice of the active
index set in (5.23c). A change of mode occurs when continuation within a given
mode would violate the nonnegativity constraints associated with this mode. The
description format of complementarity systems is such that the nonsmoothness is
made canonical, and specific properties, therefore, must be expressible in terms of
the functions f(·, ·) and h(·, ·) occurring in (5.23a) and (5.23b), and possibly in
terms of an initial condition.

A subclass of particular interest arises when the functions f and h in (5.23) are re-
quired to be linear; the resulting linear complementarity systems [304] are described
by relations of the form
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ẋ(t) = Ax(t) + Bu(t), (5.24a)
y(t) = Cx(t) + Du(t), (5.24b)

0 ≤ y(t) ⊥ u(t) ≥ 0, (5.24c)

where A, B, C, and D are linear mappings. In some applications it is natural to
allow an external input (forcing term) in a complementarity system. The equations
(5.23a) and (5.23b) are then replaced by equations of the form

ẋ(t) = f(x(t), u(t), v(t)), (5.25a)

y(t) = h(x(t), u(t), v(t)), (5.25b)

where v(t) denotes the forcing term; the equation (5.23c) is unchanged. In linear
complementarity systems we require that the forcing term also enters linearly, so
that the system (5.24) is replaced by

ẋ(t) = Ax(t) + Bu(t) + Ev(t), (5.26a)
y(t) = Cx(t) + Du(t) + Fv(t), (5.26b)

0 ≤ y(t) ⊥ u(t) ≥ 0, (5.26c)

where A, B, C, D, E, and F are linear mappings. Another useful generalization
of (5.23) is obtained when the complementarity relation (5.23c) is replaced by the
relation

C 3 y(t) ⊥ u(t) ∈ C∗, (5.27)

where C is a cone in Rk and C∗ is the dual cone defined by

C∗ = {u | 〈y, u〉 ≥ 0 for all y ∈ C}.

In particular, this format allows the incorporation of both equality and inequality
constraints; a typical choice of the cone C is Rk1

+ × {0}, which implies C∗ = Rk1
+ ×

Rk2 .

5.2.3 Examples

This section shows by means of several examples how complementarity relations can
be obtained when modeling physical systems of different nature.

Example 5.1 DC-DC converter

The DC-DC converter shown in Fig. 1.17 consists of an inductor L, a capacitor C, resis-
tances RL, RC , and a resistance load R, together with a diode D and an ideal switch S. The
diode is modeled as an ideal diode, and its constitutive relation can be succinctly expressed
by the complementarity condition

0 ≤ vD ⊥ iD ≥ 0, (5.28)



154 A. Bemporad, M. K. Çamlıbel, W. P. M. H. Heemels, et al.

with iD, respectively vD , the current through the diode and the voltage across the diode.
Furthermore, the constitutive relation of the ideal switch S can be simply expressed as

vS ⊥ iS, (5.29)

with iS , vS the current through the switch and the voltage across the switch.
Taking as continuous state variables the voltage vC across the capacitor and the cur-

rent iL through the inductor, we obtain the following dynamical equations of the DC-DC
converter:

d
dt

[
vC

iL

]
=

[− 1
C(R+RC) 0

0 −RL
L

] [
vC

iL

]
+

[ R
C(R+RC) 0

0 1
L

] [
iD
vS

]
+

[
0
1
L

]
E, (5.30a)

[
vD

iS

]
=

[ R
R+RC

0
0 1

] [
vC

iL

]
+

[ RRC
R+RC

1
−1 0

] [
iD
vS

]
. (5.30b)

Here, E is the voltage of the input source.
Defining the switching function π as

π(t) =

{
−1 if the switch S is off at time t,

1 if the switch S is on at time t,

and the cones
C−1 = R+ × {0} C1 = R+ × R,

one can represent the relations (5.28) and (5.29) as

Cπ(t) &
[
vD

iS

]
⊥

[
iD
vS

]
∈ C∗

π(t). (5.30c)

Systems of the form (5.30) are called switched cone complementarity systems. As shown
in [157, 158, 307], this class provides a compact representation of any type of power
converters.

Note that certain properties of the DC-DC converter are immediately obtained as a direct
consequence of the complementarity modeling. For example, it is readily verified that the
total energy H(vc, iL) := 1

2Cv2
C + 1

2Li2L stored in the circuit satisfies

d
dt

H = −RLi2L − RC i2C − RI2 + EIE,

where I denotes the current though the resistive load R, and IE is the current through the
voltage source with voltage E. Hence passivity of the obtained model is directly established.
(In fact, this becomes even more transparant by writing (5.30) into a port-Hamiltonian form,
thus obtaining a port-Hamiltonian complementarity system.) "

Example 5.2 Two-tank system

The discrete states of the two-tank system, introduced in Section 1.3.1 are determined by
inequalities involving the continuous states and by external switches. The system can be
modeled in a switched complementarity framework. The main issues are: (i) modeling of
the mode-dependent flow through the valve V1, and (ii) modeling of the opening and closing
of the valves.
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Consider first item (i). The flow equations can be described in terms of the positive-part
operator which is defined, for x ∈ R, by

x+ = max(x, 0).

Indeed, we can write

QV1
12 (t) = u1(t)T

(
(h1(t) − h0)

+ − (h2(t) − h0)
+)

, (5.31)

where T (x) is the Torricelli characteristic

T (x) = c sgn(x)
√

2g|x|, (5.32)

which may be considered to be a smooth function even though its derivative at x = 0 is
infinity. The positive-part operator in its turn can be described in terms of a complementary
characteristic, since the relations

w = x+, z = x− = (−x)+

are equivalent to
x = w − z, 0 ≤ w ⊥ z ≥ 0.

Therefore, the relation (5.31) can alternatively be formulated as

QV1
12 (t) = u1(t) T (w1(t) − w2(t)), (5.33)

together with the complementarity relations

0 ≤ w1(t) ⊥ z1(t) ≥ 0, (5.34)
0 ≤ w2(t) ⊥ z2(t) ≥ 0, (5.35)

and the algebraic relations

w1(t) = h1(t) − h0 + z1(t), (5.36)
w2(t) = h2(t) − h0 + z2(t). (5.37)

The Torricelli characteristic (5.32) could be replaced by a nonsmooth function; for instance
a relay characteristic might be an alternative. Complementarity modeling is then still possi-
ble by using the techniques described below in the discussion of relay systems.

The switching of the valves can be modeled as in (5.31) by means of a multiplicative
factor, but an alternative is to use the setting of switched cone complementarity systems as
proposed in [157]. One then introduces to the flow variable Q12 another variable λ12, which
relates to pressure drop across the valve V1. The modeling (5.31) (or equivalently (5.33)) is
then replaced by

QV1
12 (t) = T (w1(t) − w2(t)) + λ12(t), (5.38)

together with the complementarity relation

C∗
u1(t) & λ12(t) ⊥ Q12(t) ∈ Cu1(t), (5.39)

where C is the cone-valued function defined by

C0 = {0}, C1 = R.

This models an on/off switch. One could also describe switches that admit flow in one
direction only by making use of the cones R+ and R−. "
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Example 5.3 Relay systems
Consider a dynamical system of the form

ẋ(t) = f(x(t), u(t)), (5.40)

together with the following nonsmooth relation that specifies the dependence of the input
variable u(t) on the state x(t):

u(t) = 1 if h(x(t)) > 0, (5.41a)
0 ≤ u(t) ≤ 1 if h(x(t)) = 0, (5.41b)

u(t) = 0 if h(x(t)) < 0. (5.41c)

Such a system is called a differential equation with discontinuous right-hand side or a relay
system. The latter terminology is derived from the fact that, if one introduces an output
variable y(t) = h(x(t)), the relation between u(t) and y(t) given by (5.41) is known as a
relay characteristic. The system can of course also be viewed as a hybrid system with three
different modes.

Relay systems can be modeled as cone complementarity systems. For this purpose,
introduce two input variables, say v(t) and z(t), in addition to u(t). Corresponding to the
three input variables u(t), v(t), and z(t), introduce three output variables p(t), q(t), and
r(t), which are defined in terms of the state and input variables by

p(t) = z(t),

q(t) = z(t) + h(x(t)),

r(t) = u(t) + v(t) − 1.

A cone complementarity system is formed by taking the equation (5.40) together with the
following cone complementarity relations:

0 ≤ p(t) ⊥ u(t) ≥ 0,

0 ≤ q(t) ⊥ v(t) ≥ 0,

0 = r(t) ⊥ z(t) ∈ R.

This is of the form (5.27) with C = R2
+ × {0}. The third relation is equivalent to the

requirement that u(t) + v(t) = 1 for all t. As a consequence, the number of modes implied
by the first two relations is reduced from four to three, since the mode corresponding to
u(t) = 0 and v(t) = 0 is eliminated. The three remaining votes can be described as
follows:

1. u(t) = 0, p(t) ≥ 0, q(t) = 0, v(t) ≥ 0. The relations p(t) ≥ 0 and q(t) = 0 imply
that in this case we must have h(x(t)) ≤ 0.

2. u(t) ≥ 0, p(t) = 0, q(t) = 0, v(t) ≥ 0. The relations p(t) = 0 and q(t) = 0 imply
that h(x(t)) = 0. From the relations u(t) ≥ 0, v(t) ≥ 0, and u(t) + v(t) = 1 it
follows that 0 ≤ u(t) ≤ 1.

3. u(t) ≥ 0, p(t) = 0, q(t) ≥ 0, v(t) = 0. The relations p(t) ≥ 0 and q(t) = 0 imply
that in this case we must have h(x(t)) ≥ 0. From v(t) = 0 and u(t) + v(t) = 1 it
follows that u(t) = 1.

It is seen that the cone complementarity system describes the same dynamics as the relay
system. In this specific case, where we have a single relay characteristic, the reformulation
in cone complementarity form may appear to be artificial and perhaps even awkward. How-
ever, the cone complementarity form simplifies substantially the description of multi-regime
dynamics in more complicated situations. This is demonstrated below. "
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Example 5.4 Filippov systems

Consider the dynamics

ẋ(t) =
k∑

i=1

λi(t)fi(x(t)), w(t) = H(x(t)), (5.42a)

where H is a smooth mapping from Rn to Rk, together with the linear constraint

k∑

i=1

λi(t) = 1 (5.42b)

and the complementarity conditions

0 ≤ λ(t) ⊥ w(t) − a(t)11 ≥ 0, (5.42c)

where a(t) is an additional unknown, and where 11 denotes the k-vector whose entries are
all equal to 1. To explain the meaning of these equations, consider a time t at which the state
vector x(t) is located in the open set Hi defined by

Hi = {x | Hi(x) < Hj(x), for all j (= i}. (5.43)

To ensure that the i-th component of w(t) − a(t)11 is nonnegative, we must have a(t) ≤
wi(t) = Hi(x(t)). If the strict inequality a(t) < wi(t) was valid, then all components of
the vector w(t)−a(t)11 would be strictly positive, which by the complementarity condition
would imply that all coefficients of the vector λ would be zero. This would contradict the
constraint (5.42b). It follows that, for x(t) ∈ Hi, we must have a(t) = wi(t). Since
wj(t) − a(t) > 0 for j (= i, the complementarity conditions implies then that λj = 0 for
j (= i, and from the constraint (5.42b) it follows that λi = 1. Therefore, we find that for all
i = 1, . . . , k,

ẋ(t) = fi(x(t)), if x(t) ∈ Hi. (5.44)
In this way we see that the equations (5.42) describe a multi-regime system with state-
dependent switching. Moreover, the equations define a convex relaxation on the boundaries
between these regions. Systems of this type have been studied extensively [237].

To write the system in the cone complementarity form (5.23a)–(5.23b)–(5.27), define

C = Rk
+ × {0}, u =

[
λ
a

]
, y =

[
H(x) − a11
11Tλ − 1

]
. " (5.45)

Example 5.5 A Leontiev economy

A model for a continuous-time Leontiev economy may be constructed as follows. Let xi(t),
ui(t), and vi(t) respectively denote the inventory, production rate, and net exogenous de-
mand associated with commodity i at time t. Furthermore, let qij denote the amount of
commodity i required for the production of one unit of commodity j. A balance equation
for the evolution of the inventory may then be written in the form

ẋ(t) = (I − Q)u(t) − v(t), (5.46a)

where Q is the matrix formed from the elements qij . It is natural to impose that inventory
should be nonnegative, but this is by no means sufficient to determine a solution uniquely.
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However, if we furthermore impose that the economy is efficient in the sense that it produces
the lowest amounts of commodities that are sufficient to meet demand, then commodities
are not produced when there is still a positive inventory, and are otherwise produced in
just sufficient amounts to prevent inventory from becoming negative. In other words, the
complementarity relation

0 ≤ x(t) ⊥ u(t) ≥ 0 (5.46b)

must hold for all t. The system (5.46) is in the form of the forced linear complementarity
system (5.26) with A = O, B = I − Q, C = I , D = O, E = −I , and F = O. "

Example 5.6 A user-resource model

Many models for network usage can be described in terms of users who have access to
several resources. For instance, users may be origin-destination pairs in a traffic network
model, and in this case resources are the links between crossings. In the context of produc-
tion planning, users may be products and resources may be machines. The use of a given
resource generates a certain cost for the user, for instance in terms of incurred delay; this
cost depends in general on the load that is placed on the resource by all users. A typical
purpose of modeling is to describe the behavior of users in determining their demand for
services from the resources available to them.

To set up a general model in mathematical terms, suppose that we have p users and m
resources. Introduce the following quantities:
• lij(t) = load per unit of time placed by user i on resource j at time t;

• qij(t) = cost incurred at time t by user i when applying to resource j;

• di(t) = total demand of user i at time t;

• ai(t) = cost accepted by user i at time t.
The above quantities are summarized in a load matrix L(t) ∈ Rp×m

+ (load is taken to be
nonnegative), a cost matrix Q(t) ∈ Rp×m, a demand vector d(t) ∈ Rp, and an accepted
cost vector a(t) ∈ Rp. Moreover we introduce a state vector x(t) ∈ Rn in terms of which
the dynamics of the system is described, and which moreover determines the cost matrix:

dx(t)
dt

= f(x(t), L(t)), (5.47a)

Q(t) = h(x(t), L(t)). (5.47b)

To describe the behavior of users, we assume that the Wardrop principle holds at every time
instant t. In other words, given a demand level, each user distributes its load over resources
in such a way that all resources that are used generate the same cost (this is the accepted
cost), and there is no resource that is not used and that would generate a lesser cost. This
behavioral principle, together with the nonnegativity of the load, can be expressed in matrix
terms by

0 ≤ L(t) ⊥ Q(t) − a(t) · 11T ≥ 0, (5.47c)

where the “perp” relation is understood in the sense of the inner product 〈A, B〉 =
tr(ATB) for A, B ∈ Rp×m. To close the model, we furthermore need the accounting
relation

L(t)11 = d(t) (5.47d)
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as well as a “constitutive relation” between the demand and the accepted cost, which we
take to be of the form

R(d, a) = 0, (5.47e)
where R is a mapping from Rp × Rp to Rp. The system (5.47) can be rendered as a cone
complementarity system (5.23a) – (5.23b) – (5.27) by means of the identifications

u = (L, a),

y =
(
h(x, L) − a · 11T, R(L11, a)

)
, (5.48)

C = Rp×m
+ × {0} ⊂ Rp×(m+1).

As a specific case, consider a situation where the resources consist of m noninteract-
ing queues and the state variables are the queue lengths. Ignoring the situations in which
buffers are empty or full (which in fact could be naturally modeled in a complementarity
framework), we write simple queue dynamics

dxj

dt
(t) = (11TL)j − cj (5.49)

where cj is a constant that represents the processing speed of queue j. A possible expression
for cost is

Qij = kjxj + mij ,

where kj is a proportionality constant, and the constants mij represent a fixed cost that may
be user-specific. Finally assume that demand is constant, say, d(t) = d0 irrespective of the
actual cost a(t). We then arrive at the following dynamical model:

ẋ(t) = LT(t)11 − c, (5.50a)

Q(t) = 11 · (Kx(t))T + M , (5.50b)
L(t)11 = d0, (5.50c)

0 ≤ L(t) ⊥ Q(t) − a(t) · 11T ≥ 0. (5.50d)

This is a linear (actually affine) cone complementarity system. The constant terms can be
treated as external inputs, analogously to (5.26). "

5.2.4 Preliminaries

For the sake of completeness, we review the linear complementarity problem of
mathematical programming and the notion of passivity of systems theory.

Linear complementarity problem Given an m-vector q and an m × m matrix
M , the linear complementarity problem LCP(q, M ) is to find an m-vector z such
that

z ≥ 0, (5.51a)
q + Mz ≥ 0, (5.51b)

zT(q + Mz) = 0. (5.51c)

If such a vector z exists, we say that z solves (is a solution of ) LCP(q, M ). We say
that the LCP(q, M ) is feasible if there exists z satisfying (5.51a) and (5.51b).
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We define the sets

LCP− Im(M ) := {q ∈ Rm | LCP (q, M) admits a solution} (5.52)

and
LCP− ker(M ) := {z ∈ Rm | z solves LCP (0, M)}. (5.53)

The LCP is a well-studied subject of mathematical programming. An excellent
survey of the topic can be found in the book [189]. For the sake of completeness, we
quote the following two theorems. The first one can be considered as the fundamental
theorem of LCP theory. It states necessary and sufficient conditions for the unique
solvability of the LCP for all vectors q.

Theorem 5.1 [189] The LCP(q, M ) has a unique solution for all q if and
only if all the principal minors of the matrix M are positive.

Matrices with the above-mentioned property are known as P-matrices. It is well-
known that every positive definite matrix is in this class. Besides positive definite
matrices, the nonnegative definite matrices will appear in the LCP context in the
sequel. If the M matrix is nonnegative definite then the LCP does not necessarily
have solutions for all vectors q. For example, the LCP(q, 0) admits solutions only if
q ≥ 0.

The following theorem characterizes the conditions under which an LCP with a
nonnegative definite matrix M has solutions:

Theorem 5.2 [189] Let M be a nonnegative definite matrix. Then,

LCP− Im(M ) = (LCP− ker(M))∗. (5.54)

Linear passive systems Having roots in circuit theory, passivity is a concept that
has always played a central role in systems theory. A system is passive if for any
time interval the difference between the stored energy at the end of the interval and
at the beginning is less than or equal to the supplied energy during the interval.

Definition 5.1 (Passive system) [663] A linear system Σ(A, B, C, D)
given by

ẋ(t) = Ax(t) + Bz(t), (5.55a)
w(t) = Cx(t) + Dz(t) (5.55b)

is called passive if there exists a nonnegative function V : Rn → R+ such
that for all t0 ≤ t1 and all trajectories (z, x, w) of the system (5.55) the
following inequality holds:

V (x(t0)) +
∫ t1

t0

zT(t)w(t) dt ≥ V (x(t1)). (5.56)

If it exists the function V is called a storage function.
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Passivity property can be characterized in terms of the state space representation or
the transfer matrix of the system as follows.

Proposition 5.1 Consider the following statements:
1. The system Σ(A, B, C, D) is passive.
2. The linear matrix inequalities

K = KT ≥ 0 and
[
ATK + KA KB −CT

BTK −C −(D + DT)

]
≤ 0 (5.57)

have a solution K.
3. The function V (x) = 1

2xTKx defines a storage function.
4. The transfer matrix G(s) = D + C(sI −A)−1B is positive real, i.e.,

u∗[G(λ) + G∗(λ)]u ≥ 0 for all complex vectors u and all complex
numbers λ such that Re(λ) > 0 and λ is not an eigenvalue of A.

5. The triple (A, B, C) is minimal.
6. The pair (C, A) is observable.
7. The matrix K is positive definite.

The following implications hold:
(i). 1⇔ 2⇔ 3.

(ii). 2⇒ 4.
(iii). 4 and 5⇒ 2.
(iv). 2 and 6⇒ 7.

5.2.5 Existence and uniqueness of solutions

Consider the system

ẋ(t) = Ax(t) + Bz(t) + Eu(t), (5.58a)
w(t) = Cx(t) + Dz(t) + F u(t), (5.58b)

0 ≤ z(t) ⊥ w(t) ≥ 0, (5.58c)

where the state x takes values from Rn, the input u from Rk, the complemen-
tarity variables (z, w) from Rm+m. We call these systems linear complemen-
tarity systems and denote (5.58) by LCS(A, B, C, D, E, F ). When the sextuple
(A, B, C, D, E, F ) is clear from the context, we use only LCS.

We say that a triple (z, x, w), where x is absolutely continuous and (z, w) is
locally integrable:

• is a Carathéodory solution of (5.58) for the initial state x0 and the input u if
x(0) = x0 and (5.58a) is satisfied for almost all t ≥ 0 and (5.58b)–(5.58c) are
satisfied for all t ≥ 0;

• is a forward solution of (5.58) for the initial state x0 and the input u if (z, x, w)
is a solution and for each t̄ ≥ 0 there exist an index set α(t̄) ⊆ {1, 2, . . . , m},
and a positive number εt̄ such that
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ẋ(t) = Ax(t) + Bz(t) + Eu(t), (5.59a)
w(t) = Cx(t) + Dz(t) + Fu(t), (5.59b)

zα(t̄)(t) ≥ 0 wα(t̄)(t) = 0, (5.59c)

zαc(t̄)(t) = 0 wαc(t̄)(t) ≥ 0 (5.59d)

holds for all t ∈ (t̄, t̄ + ε). Here αc denotes the complement of the set α in
{1, 2, . . . , m}.

Throughout the chapter, we will be mainly interested in Bohl-type inputs. A func-
tion f : R+ → Rp is said to be a Bohl function if f(t) = Z exp(Xt)Y holds for all
t ≥ 0 and for some matrices X , Y , and Z with appropriate sizes.

Existence and uniqueness of forward solutions The following theorem provides
sufficient conditions for the existence and uniqueness of forward solutions:

Theorem 5.3 [153] Let G(s) = D + C(sI −A)−1B. Suppose that
• for all π ⊆ {1, 2, . . . , m}, Gππ(s) is invertible as a rational matrix and

s−1G−1
ππ(s) is proper; and

• G(σ) is a P-matrix for all sufficiently large real numbers σ.
Then, the following statements are equivalent:

1. There exists a forward solution of the LCS (5.58) for the initial state x0

and the Bohl input u.
2. Cx0 + Fu(0) ∈ LCP− Im(D).

Moreover, if a forward solution exists it is unique.

Existence and uniqueness of Carathéodory solutions Theorem 5.3 presents con-
ditions for the existence and uniqueness of forward solutions. However, the unique-
ness of Carathéodory solutions is not guaranteed by those conditions in general as
illustrated by the following example.

Example 5.7 Complementarity system with multiple solutions

The LCS(A, B, C , 0, 0, 0) with

A =





0 0 0 −1
0 0 0 −1
0 0 0 −1
0 0 0 0



 , B =





1 3 0
0 1 3
3 0 1
0 0 0



 , C =




1 0 0 0
0 1 0 0
0 0 1 0





has multiple Carathéodory solutions for the initial state x0 = col(0, 0, 0, 1) [78, 584].
Note that CB is a P -matrix and hence all the conditions of Theorem 5.3 are satisfied.
Consequently, there exists a unique forward solution. "

The following theorem provides conditions for uniqueness of Carathéodory so-
lutions. It follows from the standard existence and uniqueness results of ordinary
differential equations with Lipschitzian right-hand sides.
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Theorem 5.4 Suppose that D is a P -matrix. Then, the following statements
are equivalent:

1. There exists a Carathéodory solution of the LCS (5.58) for any initial
state x0 and any locally integrable input u.

2. There exists a forward solution of the LCS (5.58) for any initial state x0

and any locally integrable input u.
Moreover, if (zi, xi, wi) i = 1, 2 are solutions with the initial state x0, and
the input u, then (z1, x1, w1) = (z2, x2, w2).

The P -matrix condition of this theorem is somewhat restrictive. It turns out that
passivity of the underlying linear system is sufficient in order to guarantee unique-
ness of Carathéodory solutions as stated next.

Theorem 5.5 [161] Suppose that the system Σ(A, B, C, D) is passive and
the LMIs (5.57) have a positive definite solution. Then, the following state-
ments are equivalent for a given positive real number T , an initial state x0,
and an input u:

1. There exists a Carathéodory solution of the LCS (5.58) for the initial
state x0 and the Bohl input u.

2. There exists a forward solution of the LCS (5.58) for the initial state x0

and the Bohl input u.
3. The relations

Fu(t) ∈ (LCP− ker(D))∗ + Im C, for all t ≥ 0, (5.60a)
Cx0 + Fu(0) ∈ (LCP− ker(D))∗ (5.60b)

hold.

Moreover, if (zi, xi, wi) i = 1, 2 are solutions with the initial state x0, and
the input u, then the relations

1. x1 − x2 = 0;

2. z1 − z2 ∈ ker
[

B
D + DT

]
;

3. w1 −w2 ∈ Dker
[

B
D + DT

]

hold.

Zeno phenomena Consider the input-free LCS

ẋ(t) = Ax(t) + Bz(t), (5.61a)
w(t) = Cx(t) + Dz(t), (5.61b)
0 ≤ z(t) ⊥ w(t) ≥ 0. (5.61c)

Let (z, x, w) be a Carathéodory solution of the LCS (5.61). Define the index sets
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α(t) = {i | zi(t) > 0 = wi(t)}, (5.62)
β(t) = {i | zi(t) = 0 = wi(t)}, (5.63)
γ(t) = {i | zi(t) = 0 < wi(t)}, (5.64)

for t ≥ 0. We say that a time instant t∗ > 0 is:

• a nonswitching time instant with respect to the solution (z, x, w) if there exist a
positive real number ε and index sets (α∗,β∗, γ∗) such that (α(t),β(t), γ(t)) =
(α∗,β∗, γ∗) for all t ∈ (t∗ − ε, t∗) ∪ (t∗, t∗ + ε);

• a switching time instant if it is not a nonswitching time instant.

Let Γ be the set of all switching time instants with respect to the solution (z, x, w).
We say that the solution (z, x, w) is

• left-Zeno free if the set Γ has no left accumulation points, i.e. for each t ≥ 0
there exists a positive real number ε such that Γ ∩ (t, t + ε) = ∅;

• right-Zeno free if the set Γ has no right accumulation points, i.e. for each t > 0
there exists a positive real number ε such that Γ ∩ (t− ε, t) = ∅;

• Zeno free if it is both left- and right-Zeno free.

Four theorems that provide sufficient conditions that exclude certain types of Zeno
behavior are in order. The first one rules out both left and right Zeno behavior under
a restrictive condition:

Theorem 5.6 [583] Suppose that D is a P -matrix. Then, all solutions of
the LCS (5.61) are Zeno free.

The second rules out only left-Zenoness under a less restrictive condition, namely
the passivity assumption:

Theorem 5.7 [306] Suppose that the system Σ(A, B, C, D) is passive and
col(B, D+DT) is of full column rank. Then, all solutions of the LCS (5.61)
are left-Zeno free.

The third result rules out Zeno behavior in case the underlying system is passive and
D matrix satisfies certain conditions:

Theorem 5.8 [149, 152] Suppose that the system Σ(A, B, C, D) is passive
and col(B, D + DT) is of full column rank. If there exists an index set
α ⊆ {1, 2, . . . , m} such that
• Dαα is positive definite;
• Dααc = O and Dαcα = O; and
• Dαcαc is skew-symmetric.
Then all solutions of the LCS (5.61) are Zeno free.



5 Further switched systems 165

The final result relaxes the passivity requirement:

Theorem 5.9 [162] Suppose that m = 1, D = O, and CB > 0. Then, all
solutions of the LCS (5.61) are Zeno free.

Stability To study stability, we introduce a stronger version of passivity:

Definition 5.2 (Strictly passive system) The system Σ(A, B, C, D) is
called strictly passive , if the matrix inequalities

K = KT > 0 and
[
ATK + KA + εK KB −CT

BTK −C −(D + DT)

]
≤ 0 (5.65)

have a solution K for some ε > 0.

Lyapunov stability of linear complementarity systems is established by the following
theorem under the passivity assumption:

Theorem 5.10 [155] Consider the LCS (5.61). Suppose that the linear sys-
tem Σ(A, B, C, D) is strictly passive. Then the LCS (5.61) is globally ex-
ponentially stable. In case Σ(A, B, C, D) is passive only, then the system
is Lyapunov stable.

In general, obtaining necessary and sufficient conditions for stability is a hard task.
Only in the planar case, one can provide such conditions as stated in the next
theorem:

Theorem 5.11 [156] Consider the LCS (5.61) with m = 1, n = 2, and
(C, A) is an observable pair. The following statements hold:

1. Suppose that D > 0. The LCS (5.61) is asymptotically stable if and
only if
(a) neither A nor A − BD−1C has a real nonnegative eigenvalue,

and
(b) if both A and A−BD−1C have nonreal eigenvalues then σ1/ω1+

σ2/ω2 < 0 where σ1 ± iω1 (ω1 > 0) are the eigenvalues of A and
σ2 ± iω2 (ω2 > 0) are the eigenvalues of A−BD−1C.

2. Suppose that D > 0. The LCS (5.61) has a nonconstant periodic solu-
tion if and only if both A and A−BD−1C have nonreal eigenvalues,
and σ1/ω1 + σ2/ω2 = 0 where σ1 ± iω1 are the eigenvalues of A and
σ2 ± iω2 are the eigenvalues of A − BD−1C. Moreover, if there is
one periodic solution, then all other solutions are also periodic. And,
π/ω1 + π/ω2 is the period of any solution.

3. Suppose that D = O and CB > 0. The LCS (5.61) is asymptoti-
cally stable if and only if A has no real nonnegative eigenvalue and
[I − B(CB)−1C]A has a real negative eigenvalue (note that one
eigenvalue is already zero).
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Controllability and stabilizability Let (zx0,u, xx0,u, wx0,u) denote the solu-
tion of the LCS (5.58) for the initial state x0 and the input u. We say that the LCS
(5.58) is

• controllable if for any pair of states (x0, xf) ∈ Rn+n there exists a locally inte-
grable input u such that the trajectory xx0,u satisfies xx0,u(T ) = xf for some
T > 0;

• stabilizable if for any initial state x0 there exists a locally integrable input u such
that limt↑∞ xx0,u = 0.

The following theorem presents algebraic necessary and sufficient conditions for
the controllability of an LCS:

Theorem 5.12 [150] Suppose that D is a P -matrix and the transfer matrix
F +C(sI−A)−1E is invertible as a rational matrix. Then, the LCS (5.58)
is controllable if, and only if, the following two conditions hold:

1. The pair (A,
[
B E

]
) is controllable.

2. The system of inequalities

η ≥ 0, (5.66a)

[
ξT ηT

] [A− λI E
C F

]
= 0, (5.66b)

[
ξT ηT

] [B
D

]
≤ 0 (5.66c)

admits no solution λ ∈ R and 0 *= (ξ,η) ∈ Rn+m.

It turns out that stabilizability can also be characterized in the same way:

Theorem 5.13 Suppose that D is a P -matrix and the transfer matrix F +
C(sI −A)−1E is invertible as a rational matrix. Then, the LCS (5.58) is
stabilizable if, and only if, the following two conditions hold:

1. The pair (A,
[
B E

]
) is stabilizable.

2. The system of inequalities

η ≥ 0, (5.67a)

[
ξT ηT

] [A− λI E
C F

]
= 0, (5.67b)

[
ξT ηT

] [B
D

]
≤ 0 (5.67c)

admits no solution 0 ≤ λ ∈ R and 0 *= (ξ,η) ∈ Rn+m.
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5.3 Equivalence of piecewise affine systems, mixed logical
dynamical systems, and linear complementarity systems

In this section we discuss equivalences among five classes of discrete-time hybrid
systems, viz. mixed logical dynamical (MLD) systems, linear complementarity (LC)
systems, extended linear complementarity (ELC) systems, piecewise affine (PWA)
systems, and max-min-plus-scaling (MMPS) systems. Some of the equivalences
can be established under (rather mild) additional assumptions. These results are of
paramount importance for transferring theoretical properties and tools from one class
to another, with the consequence that for the study of a particular hybrid system that
belongs to any of these classes, one can choose the most convenient hybrid modeling
framework. The proofs of all the equivalence results reported in this section can be
found in [305].

5.3.1 Summary of the five classes of hybrid models

In the previous chapters of this handbook it has already been indicated that, as
tractable methods to analyze general hybrid systems are not available, several authors
have focussed on special subclasses of hybrid dynamical systems for which analysis
and/or control design techniques are currently being developed. Some examples of
such subclasses are: linear complementarity (LC) systems, mixed logical dynami-
cal (MLD) systems, first-order linear hybrid systems with saturation, and piecewise
affine (PWA) systems. Each subclass has its own advantages over the others. For
instance, stability criteria were proposed for PWA systems (Section 4.4), control
and verification techniques for MLD hybrid models (Section 5.1), and conditions
of existence and uniqueness of solution trajectories (well-posedness) for LC systems
(Section 5.4).

In this section we will show that several of such subclasses of hybrid systems are
equivalent when considered in their discrete-time formulation. Some of the equiv-
alences are obtained under additional assumptions related to well-posedness and
boundedness of input, state, output, or auxiliary variables. These results allow to
transfer all the above analysis and synthesis tools to any of the equivalent subclasses
of hybrid systems.

First we briefly recapitulate the five classes of hybrid systems considered in this
section. The variables u(k) ∈ IRm, x(k) ∈ IRn and y(k) ∈ IRl denote the input,
state and output, respectively, at time k.

Piecewise affine (PWA) systems PWA systems are described by

x(k + 1) = Aix(k) + Biu(k) + fi

y(k) = Cix(k) + Diu(k) + gi
for

[
x(k)
u(k)

]
∈ Ωi, (5.68)

where Ωi are convex polyhedra (i.e. given by a finite number of linear inequalities) in
the input/state space. PWA systems form the “simplest” extension of linear systems
that can still model nonlinear and non-smooth processes with arbitrary accuracy and
are capable of handling hybrid phenomena.
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Mixed logical dynamical (MLD) systems As introduced in Section 5.1.3, an inte-
gration of logic, dynamics, and constraints results in the description

x(k + 1) = Ax(k) + B1u(k) + B2δ(k) + B3z(k), (5.69)
y(k) = Cx(k) + D1u(k) + D2δ(k) + D3z(k), (5.70)

E2δ(k) + E3z(k) # E1u(k) + E4x(k) + E5, (5.71)

where x(k) = [xT
c (k) xT

b (k)]T with xc(k) ∈ IRnc and xb(k) ∈ {0, 1}nb. z(k) ∈
IRrc and δ(k) ∈ {0, 1}rb are auxiliary variables. The inequalities (5.71) have to be
interpreted componentwise.

Remark 5.1 It is assumed that for all x(k) with xb(k) ∈ {0, 1}nb , all u(k) with
ub(k) ∈ {0, 1}mb , all z(k) ∈ IRrc and all δ(k) ∈ {0, 1}rb satisfying (5.71) it
holds that x(k + 1) and y(k) determined from (5.69) – (5.70) are such that xb(k +
1) ∈ {0, 1}nb and yb(k) ∈ {0, 1}lb . This is without loss of generality, as we can
take binary components of states and outputs (if any) to be auxiliary variables as well
(see the proof of Proposition 1 of [65]). Indeed, if, for instance, yb(k) ∈ {0, 1}lb

is not directly implied by the (in)equalities, we introduce an additional binary vector
variable δy(k) ∈ {0, 1}lb and the inequalities

[Cx(k) + D1u(k) + D2δ(k) + D3z(k)]b − δy(k) ≤ 0,

[−Cx(k) − D1u(k) − D2δ(k) − D3z(k)]b + δy(k) ≤ 0,

which sets δy(k) equal to yb(k). The notation [ ]b is used to select the rows of
the expression (5.70) that correspond to the binary part of y(k). Hence, yb(k) =
δy(k) ∈ {0, 1}lb . Similarly, we can deal with ub(k) and xb(k + 1).

Linear complementarity (LC) systems In discrete time these systems are given
by the equations

x(k + 1) = Ax(k) + B1u(k) + B2w(k), (5.72)
y(k) = Cx(k) + D1u(k) + D2w(k), (5.73)
v(k) = E1x(k) + E2u(k) + E3w(k) + g4, (5.74)

0 ≤ v(k)⊥w(k) ≥ 0, (5.75)

with v(k), w(k) ∈ IRs and where ⊥ denotes the orthogonality of vectors (i.e.
v(k)⊥w(k) means that vT(k)w(k) = 0). We call v(k) and w(k) the comple-
mentarity variables.

Extended linear complementarity (ELC) systems Several types of hybrid sys-
tems can be modeled as extended linear complementarity (ELC) systems:

x(k + 1) = Ax(k) + B1u(k) + B2d(k), (5.76)
y(k) = Cx(k) + D1u(k) + D2d(k), (5.77)
E1x(k) + E2u(k) + E3d(k) # g4, (5.78)

p∑

i=1

∏

j∈φi

(
g4 −E1x(k)−E2u(k)−E3d(k)

)
j

= 0, (5.79)
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where d(k) ∈ IRr is an auxiliary variable. Condition (5.79) is equivalent to
∏

j∈φi

(
g4−E1x(k)−E2u(k)−E3d(k)

)
j

= 0 for each i ∈ {1, 2, . . . , p}, (5.80)

due to the inequality conditions (5.78). This implies that (5.78)–(5.79) can be con-
sidered as a system of linear inequalities (i.e. (5.78)), where there are p groups of
linear inequalities (one group for each index set φi) such that in each group at least
one inequality should hold with equality.

Max-min-plus-scaling (MMPS) systems In [578] a class of discrete-event sys-
tems has been introduced that can be modeled using the operations maximization,
minimization, addition, and scalar multiplication. Expressions that are built using
these operations are called max-min-plus-scaling (MMPS) expressions.

Definition 5.3 (Max-min-plus-scaling expression) A max-min-plus-scaling
expression f of the variables x1, . . . , xn is defined by the grammar

f := xi|α|max(fk, fl)|min(fk, fl)|fk + fl|βfk, (5.81)

with i ∈ {1, 2, . . . , n}, α, β ∈ IR, and where fk, fl are again MMPS ex-
pressions. (The symbol | stands for OR and the definition is recursive.)

An MMPS expression is, for example

5x1 − 3x2 + 7 + max(min(2x1,−8x2), x2 − 3x3).

Consider now systems that can be described by

x(k + 1) = Mx(x(k), u(k), d(k)), (5.82)
y(k) = My(x(k), u(k), d(k)), (5.83)

Mc(x(k), u(k), d(k)) # c, (5.84)

where Mx, My , and Mc are MMPS expressions in terms of the components of
x(k), the input u(k), and the auxiliary variables d(k), which are all real-valued.
Such systems will be called MMPS systems.

5.3.2 Systems equivalence

In this section we prove that MLD, LC, ELC, PWA and MMPS systems are equiv-
alent (although in some cases additional assumptions are required). The relations
between the models are depicted in Fig. 5.2.

MLD and LC systems

Proposition 5.2 Every MLD system can be written as an LC system.
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Fig. 5.2 Graphical representation of the links among the classes of hybrid sys-
tems considered in this paper. An arrow going from class A to class B means
that A is a subset of B. The number next to each arrow corresponds to the
proposition that states this relation. Moreover, arrows with a star (#) require
conditions to establish the indicated inclusion.

As mentioned before, all proofs of the equivalence results presented here can be
found in [305].

Proposition 5.3 Every LC system can be written as an MLD system, pro-
vided that the variables w(k) and v(k) are (componentwise) bounded.

Proposition 5.3 assumes that upper bounds on w and v are known. This hypothesis
is not restrictive in practice, as these quantities are related to continuous inputs and
states of the system, which are usually bounded for physical reasons.

LC and ELC systems

Proposition 5.4 Every LC system can be written as an ELC system.

PWA and MLD systems
A PWA system of the form (5.68) is called well-posed, if (5.68) is uniquely solvable
in x(k + 1) and y(k), once x(k) and u(k) are specified. The following proposition
has been stated in [65] and is an easy extension of the corresponding result in [62]
for piecewise linear (PWL) systems (i.e. PWA systems with fi = gi = 0):

Proposition 5.5 Every well-posed PWA system can be rewritten as an MLD
system assuming that the set of feasible states and inputs is bounded.

Remark 5.2 As MLD models only allow for nonstrict inequalities in (5.71), in rewrit-
ing a discontinuous PWA system as an MLD model strict inequalities like x(k) < 0
(where assume here for the sake of simplicity of the exposition and without
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loss of generality that x(k) is a scalar) must be approximated by x(k) ≤ −ε for some
ε > 0 (typically the machine precision), with the assumption that −ε < x(k) < 0
cannot occur due to the finite number of bits used for representing real numbers
(no problem exists when the PWA system is continuous, where the strict inequality
can be equivalently rewritten as nonstrict, or ε = 0). See [62] for more details and
5.8 for an example. From a strictly theoretical point of view, the inclusion stated
in Proposition 5.5 is therefore not exact for discontinuous PWA systems, and the
same clearly holds for an LC, ELC or MMPS reformulation of a discontinuous PWA
system when the route via MLD is taken. One way to circumvent such an inexactness
is to allow part of the inequalities in (5.71) to be strict. On the other hand, from a
numerical point of view this issue is not relevant. The equivalence of LC and MLD
systems (cf. Proposition 5.2 and 5.3) implies that all continuous PWA can be exactly
written as LC systems as well. A similar result for continuous PWA systems can be
derived from [217].

The MLD system (5.69) is called completely well-posed, if x(k+1), y(k), δ(k) and
z(k) are uniquely defined in their domain, once x(k) and u(k) are assigned [62]. The
reverse statement of Proposition 5.5 has been established in [65] under the condition
that the MLD system is completely well-posed:

Proposition 5.6 A completely well-posed MLD system can be rewritten as a
PWA system.

Constructive procedures for converting MLD systems into PWA form were pro-
vided in [55, 56] (and implemented in the Hybrid Toolbox [57], see Chapter 10) and
in [265]. Equivalences between PWA systems and other hybrid model classes have
been also investigated in [136], where the authors examine a relationship existing
among linear hybrid automata (LHA) and piecewise affine (PWA) systems, showing
in a constructive way that a LHA can be equivalently represented as a continuous-
time PWA system.

MMPS and ELC systems

Proposition 5.7 The classes of MMPS and ELC systems coincide.

MLD and ELC systems

Proposition 5.8 Every MLD system can be rewritten as an ELC system.

Remark 5.3 Note that the condition δi(k) ∈ {0, 1} is also equivalent to the MMPS
constraint max(−δi(k), δi(k) − 1) = 0 or min(δi(k), 1 − δi(k)) = 0.

Proposition 5.9 Every ELC system can be written as an MLD system, pro-
vided that the quantity g4−E1x(k)−E2u(k)−E3d(k) is (componentwise)
bounded.

Note that (just as for Proposition 5.3) the boundedness hypothesis in Proposi-
tion 5.9 is not restrictive in practice, since the inputs and states of the system are
usually bounded for physical reasons.
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Example 5.8 Equivalent hybrid systems

To demonstrate the equivalences proven above, we consider the example [62]

x(k + 1) =

{
0.8x(k) + u(k), if x(k) ≥ 0,

−0.8x(k) + u(k), if x(k) < 0,
(5.85)

with m ≤ x(k) ≤ M . In [62] it is shown that (5.85) can be written as

x(k + 1) = −0.8x(k) + u(k) + 1.6z(k),
−mδ(k) ≤ x(k) − m, x(k) ≤ (M + ε)δ(k) − ε,

z(k) ≤ Mδ(k), z(k) ≥ mδ(k),
z(k) ≤ x(k) − m(1 − δ(k)), z(k) ≥ x(k) − M(1 − δ(k)),

(5.86)

and the condition δ(k) ∈ {0, 1}. Note that the strict inequality x(k) < 0 has been replaced
by x(k) ≤ −ε, where ε > 0 is a small number (typically the machine precision). In view of
Remark 5.2 observe that ε = 0 results in a mathematically exact MLD model. In this case
the model is well-posed, but not completely well-posed as x(k) = 0 allows both δ(k) = 0
and δ(k) = 1. (An MLD model is called well-posed, if x(k + 1) and y(k) are uniquely
determined, once x(k) and u(k) are given. Note that there are no requirements on δ(k) and
z(k).)

One can verify that (5.85) can be rewritten as the MMPS model

x(k + 1) = −0.8x(k) + 1.6 max(0, x(k)) + u(k), (5.87)

as the LC formulation

x(k + 1) = −0.8x(k) + u(k) + 1.6z(k), (5.88)
0 ≤ w(k) = −x(k) + z(k)⊥ z(k) ≥ 0, (5.89)

and as the ELC representation

x(k + 1) = −0.8x(k) + u(k) + 1.6d(k),

− d(k) ≤ 0,

x(k) − d(k) ≤ 0,

0 =
(
x(k) − d(k)

)(
−d(k)

)
.

While the MLD representation (5.86) requires bounds on x(k), u(k) to be specified (al-
though such bounds can be arbitrarily large), the PWA, MMPS, LC, and ELC expressions
do not require such a specification.

Note that we only need one max-operator in (5.87) and one complementarity pair in
(5.88)–(5.89). If we would transform the MLD system (5.86) into, e.g., the LC model as
indicated by the equivalence proof, this would require nine complementarity pairs. Hence,
it is clear that the proofs only show the conceptual equivalence, but do not result in the most
compact models. "

Outlook In this section we have discussed the equivalence of five classes of
discrete-time hybrid systems: MLD, LC, ELC, PWA, and MMPS systems. For some
of the transformations additional conditions like boundedness of the state and in-
put variables or well-posedness had to be made. These results allow one to transfer
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properties and tools from one class to another. So for the study of a particular hy-
brid system that belongs to any of these classes, one can choose the most convenient
modeling framework.

In the continuous-time framework, which is the natural habitat for most of the
applications for LC systems, such broad equivalence relations are out of the question.
There are relations though of LC systems to other specific classes of nonsmooth
systems such as specific differential inclusions based on the normal cones of convex
analysis and so-called projected dynamical systems. The reader may consult [124,
303] for these relationships.

5.4 Solution concepts and well-posedness

This section considers the fundamental system-theoretic property of well-posedness
for hybrid dynamical systems. We intend to provide an overview on the available
results on existence and uniqueness of solutions for given initial conditions in the
context of various description formats for hybrid systems and their corresponding
solution concepts.

5.4.1 Problem statement

On an abstract level, scientific modeling may be defined as the process of finding
common descriptions for groups of observed phenomena. Often, several description
forms are possible.

Example 5.9 Flying ball

To take an example from not very recent technology, suppose we want to describe the flight
of iron balls fired from a cannon. One description can be obtained by noting that such balls
approximately follow parabolas, which may be parametrized in terms of firing angle, cannon
ball weight, and amount of gun powder used. Another possible description characterizes
the trajectories of the cannon balls as solutions of certain differential equations. The latter
description may be viewed as being fairly indirect; after all it represents trajectories only
as solutions to some problem, rather than expressing directly what the trajectories are, as
the first description form does. On the other hand, the description by means of differential
equations is applicable to a wider range of phenomena, and one may, therefore, feel that it
represents a deeper insight. Besides, interconnection (composition) becomes much easier
since it is in general much easier to write down equations than to determine the solutions of
the interconnected system. "

There are many examples in science where, as above, an implicit description
(that is, a description in terms of a mathematical problem to be solved) is useful and
possibly more powerful than explicit descriptions. Whenever an implicit description
is used, however, one has to show that the description is a “good” one in the sense
that the stated problem has a well-defined solution. This is essentially the issue of
well-posedness.
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Many different description formats have been proposed in recent years for hy-
brid systems. Some proposed forms are quite direct, others lead to rather indirect
descriptions. The direct forms have advantages from the point of view of analysis,
but the indirect forms are often preferable from the perspective of modeling (speci-
fication); examples will be seen below. The more indirect a description form is, the
harder it becomes to show that solutions are well-defined. This section intends to
provide a survey on the available results on existence and uniqueness of solutions for
given initial conditions in the context of the description formats for hybrid systems
as considered in this handbook.

5.4.2 Model classes

This section summarizes the models of hybrid systems that will be investigated later
with respect to the existence and well-posedness of a solution.

Hybrid automata Hybrid automata were already defined in Section 1.2 and
Section 2.1 and we refer to the formal definition of this model class based on the
8-tuple H = (Q,X , f , Init , Inv , E ,G,R) given there.

Differential equations with discontinuous right-hand sides During the past
decades, extensive studies have been made of differential equations with discontinu-
ous right-hand sides (cf. in particular [237] and [639, 640]). For a typical example,
consider the following specification:

ẋ =

{
f1(x), when h(x) > 0,

f2(x), when h(x) < 0,
(5.90)

where h is a real-valued function. A system of this form can be looked at either as
a discontinuous dynamical system or as a hybrid system of a particular form. The
specification above is obviously incomplete since no statement is made about the
situation in which h(x) = 0. One way to arrive at a solution concept is to adopt a
suitable relaxation. Specifically, Filippov [237] proposed rewriting the equations in
a convex relaxation (5.90) as

ẋ ∈ F(x), (5.91)

where the set-valued function F(x) is defined by

F (x) =






{f1(x)}, when h(x) > 0,

{f2(x)}, when h(x) < 0,

{y | ∃a ∈ [0, 1] s. t. y = af1(x) + (1− a)f2(x)}, when h(x) = 0,
(5.92)

where it is assumed (for simplicity) that f1 and f2 are given as continuous functions
defined on {x | h(x) ≥ 0} and {x | h(x) ≤ 0}, respectively.

The discontinuous dynamical system has now been reformulated as a differential
inclusion, and so solution concepts and well-posedness results can be applied that
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have been developed for systems of this type [26]. Other methods to obtain differen-
tial inclusions are proposed by Utkin (“control equivalent definition”) and Aizerman
and Pyatnitskii (Sect. 5.4.4). In case the vector fields f i(x) are linear (i.e. of the form
Aix for some matrix Ai) and the switching surface is given by a linear function h,
then the system (5.90) is called a piecewise linear system. These systems will receive
special attention below.

Hybrid inclusions A conceptually simple model, but still powerful to model many
classes of interest, was developed recently in [133, 271, 273]. It extends the differen-
tial inclusion (5.91) by restricting its “flow region” to a set C and including resets of
the state variable in the “jump set” D. As such, the model consists of the data of two
subsets C and D of Rn, and two set-valued mappings F and G, from C, respectively
from D, to Rn. The hybrid system is written as

ẋ ∈ F(x) if x ∈ C, (5.93a)
x+ ∈ G(x) if x ∈ D, (5.93b)

The state variable is now given by x(t) ∈ Rn for time t ∈ R, but some parts of the
state vector are also allowed to take only integer values.

Complementarity systems Complementarity systems have been discussed already
in detail in Section 5.2. The reader is referred to that section for an exposition on this
class of hybrid systems.

5.4.3 Solution concepts

A description format for a class of dynamical systems only specifies a collection of
trajectories if one provides a notion of solution. Actually the term “solution” already
more or less suggests an implicit description format; in computer science terms, one
may also say that a definition should be given of what is understood by a run (or
an execution) of a system description. Formally speaking, description formats are
a matter of syntax: they specify what is a well-formed expression. The notion of
solution provides semantics: to each well-formed expression it associates a collection
of functions of time. In the presentation of description formats above, the syntactic
and semantic aspects have not been strictly separated, for reasons of readability. Here
we review in a more formal way solution concepts for several of the description
formats that were introduced.

Solution concepts for hybrid automata We will use the (autonomous) hybrid
automata formulation as in Section 1.2 and Section 2.1 based on the 8-tuple H =
(Q,X , f , Init , Inv , E ,G,R). To formalize the solution concept based on this model
syntax, we will use the following definitions.

Definition 5.4 (Hybrid time trajectory) [427] A hybrid time trajectory
τ = {Ii}N

i=0 is a finite (N <∞) or infinite (N =∞) sequence of intervals
of the real line, such that:
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• Ii = [τi, τ ′i ] with τi ≤ τ ′i = τi+1 for 0 ≤ i < N ;
• if N <∞, either IN = [τN , τ ′N ] or IN = [τN , τ ′N ] with τN ≤ τ ′N ≤ ∞.

A hybrid time trajectory does not allow left accumulation points . Indeed, the
event times set E := {0}∪ { 1

n | n ∈ N} and the corresponding sequence of intervals
cannot be rewritten in terms of a hybrid time trajectory. Hence, the above definition
excludes implicitly specific Zeno behavior and that this concept has a “preferred di-
rection of time.” This is caused by the fact that it assumes that the set of event times
is well-ordered by the usual order of the reals, but not necessarily by the reverse
order; in other words, event times may accumulate to the right, but not to the left.
(An ordered set S is said to be well-ordered if each nonempty subset of S has a least
element.) This lack of symmetry with respect to time can be removed by allowing
the set of event times E to be of a more general type. Similar asymmetries in time
are also the case for the solutions of hybrid inclusions and the forward solutions of
complementarity systems as discussed below. Interestingly, Filippov solutions for
discontinuous dynamical systems do have a more symmetric notion of time, which
guarantees that time-reversed solutions remain to be solutions of the time-reversed
system. This property is lost for the executions of hybrid automata, solutions to hy-
brid inclusions and forward solutions to complementarity systems (see also [532] for
a further discussion).

We say that the hybrid time trajectory τ = {Ii}N
i=0 is a prefix of τ ′ = {Ji}M

i=0

and write τ ≤ τ ′, if they are identical or τ is finite, M ≥ N , Ii = Ji for i =
0, 1, . . . , N − 1, and IN ⊆ JN . In case τ is a prefix of τ ′ and they are not identical,
τ is a strict prefix of τ ′.

Definition 5.5 (Execution) An execution χ of a hybrid automaton is a col-
lection χ = (τ,λ, ξ) with:
• τ = {Ii}N

i=0 a hybrid time trajectory;
• λ = {λi}N

i=0 with λi : Ii → Q; and
• ξ = {ξi}N

i=0 with ξi : Ii → X
satisfying
• initial condition (λ(τ0), x(τ0)) ∈ Init;
• continuous evolution for all i:

• λi is constant, i.e., λi(t) = λi(τi) for all t ∈ Ii;
• ξi is the solution to the differential equation ξ̇ = f(λi(t), ξ(t)) on

the interval Ii with initial condition ξi(τi) at τi;
• for all t ∈ [τi, τ ′i) it holds that ξi(t) ∈ Inv(λi(t));

• discrete evolution for all i, e = (λi(τ ′i),λi+1(τi+1)) ∈ E , ξ(τ ′i ) ∈ G(e)
and (ξi(τ ′i), ξi+1(τi+1)) ∈ R(e).

Solution concepts for differential equations with discontinuous right-hand side
As we have seen above, some differential equations with discontinuous right-hand
side can be considered from the perspective of differential inclusions. The standard
solution concept for differential inclusions is the following. A vector function x(t)
defined on an interval [a, b] is said to be a solution of the differential inclusion
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ẋ ∈ F(x), where F(·) is a set-valued function, if x(·) is absolutely continuous
and satisfies ẋ(t) ∈ F(x(t)) for almost all t ∈ [a, b]. The requirement of absolute
continuity guarantees the existence of the derivative almost everywhere. One may
note that the solution concept for differential inclusions does not have a preferred
direction of time, as opposed to the notion of an execution for hybrid automata.

Solution concepts for hybrid inclusions For the hybrid inclusions (5.93) a solu-
tion concept (cf. [133, 271, 273]) is used that shows similarities with the one adopted
for the hybrid automata. It is based upon the notion of a hybrid time domain, which
is tightly connected to hybrid time trajectory as in Definition 5.4, because the hybrid
time trajectory includes the “event counter j” into the hybrid time domain.

Definition 5.6 (Hybrid time domain) A compact hybrid time domain is a
set D ⊂ R≥0 × N given by :

D =
J−1⋃

j=0

[tj , tj+1]× {j},

where J ∈ N and 0 = t0 ≤ t1 · · · ≤ tJ . A hybrid time domain is a set
D ⊂ R≥0 ×N such that, for each (T, J) ∈ D, D ∩ ([0, T ]× {0, . . . , J}) is
a compact hybrid time domain.

Also the hybrid time domains have a “preferred direction of time” as left accu-
mulations of the reset times {tj} are not allowed.

Definition 5.7 (Hybrid trajectory) A hybrid trajectory is a pair (dom x, x)
consisting of hybrid time domain dom x and a function x defined on dom
x that is locally absolutely continuous in t on (dom x) ∩ (R≥0 × {j}) for
each j ∈ N.

Now we are ready to formally introduce a solution to (5.93).

Definition 5.8 (Hybrid arc) A hybrid trajectory x : dom x → Rn is a
solution sometimes called a hybrid arc to (5.93) if:

1. for all j ∈ N and for almost all t ∈ Ij := dom x ∩ (R≥0 × {j}), we
have x(t, j) ∈ C and ẋ(t, j) ∈ F(x(t, j));

2. for all (t, j) ∈ dom x such that (t, j +1) ∈ dom x, we have x(t, j) ∈ D
and x(t, j + 1) ∈ G(x(t, j)).

Solution concept for complementarity systems Section 5.2 introduced the con-
cepts of Carathéodory and forward solutions for complementarity systems. These
two notions are only valid for absolute continuous solutions implying that the x-part
of the solutions cannot jump across events (mode switches). For (linear) comple-
mentarity systems of a higher index such as mechanical systems with unilateral con-
straints that induce impacts, this requirement is too strong and one has to add jump
rules that connect continuous states before and after an event has taken place. Under
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suitable conditions (specifically, in the case of linear complementarity systems and
in the case of Hamiltonian complementarity systems), a general jump rule may be
given [302, 304, 572].

5.4.4 Well-posedness notions

In the context of systems of differential equations, the term well-posedness roughly
means that there is a nice relation between trajectories and initial conditions (or,
more generally, boundary conditions). There are various ways in which this idea can
be made more precise, so the meaning of the term may in fact be adapted to the
particular problem class at hand. Typically it is required that solutions exist and are
unique for any given initial condition. Both for the existence and for the uniqueness
statement, one has to specify a function class in which solutions are considered. The
function class used for existence may be the same as the one used for uniqueness,
or they may be different; for instance, one might prove that solutions exist in some
function class and that uniqueness holds in a larger function class. In the latter situa-
tion one is able to show specific properties (the ones satisfied by the smaller function
class) of solution trajectories in the larger class. In case one is dealing with a system
description that includes equality and/or inequality constraints, it may be reasonable
to limit the set of initial conditions to a suitably chosen set of “feasible” or “consis-
tent” initial conditions.

If solutions exist and are unique, a given system description defines a mapping
from the set of initial conditions to trajectory set. In the theory of smooth dynam-
ical systems, it is usually taken as part of the definition of well-posedness that this
mapping is continuous with respect to suitably chosen topologies. In the case of non-
smooth and hybrid dynamical systems, it frequently happens that there are certain
boundaries in the continuous state space separating regions of initial conditions that
generate widely different trajectories. Therefore, continuous dependence of solutions
on initial conditions (at least in the sense of the topologies that are commonly used
for smooth dynamical systems) may be a requirement too strong for hybrid systems.
See, for instance, the mechanical example in [304] consisting of two carts connected
by a hook and a spring, where the motion of the first cart is constrained by a block.
This simple example illustrates the discontinuous dependence on initial conditions
nicely.

One may also distinguish between various notions of well-posedness on the basis
of the time interval that is involved. For instance, in the context of hybrid automata,
one may say that a given automaton is nonblocking [427] if for each initial con-
dition either at least one transition is enabled or an a smooth evolution according
to the dynamics of one of the modes is possible on an interval of positive length.
If the continuation is unique (the automaton is deterministic [427]), one may then
say that the automaton is initially well-posed. This definition allows a situation in
which a transition from location 1 to location 2 is immediately followed by a tran-
sition back to location 1 and so on in an infinite loop, so that τ ′i = τi for all i in
the hybrid time trajectory corresponding to this execution indicating that this solu-
tion does not make progress in the continuous time direction t (live-lock). A stronger
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notion is obtained by requiring that a solution exists at least on an interval [0, ε) with
ε > 0; system descriptions for which such solutions exist and are unique are called
locally well-posed. In computer science terminology, such systems “allow time to
progress.” Finally, if solutions exist and are unique on the whole half-line [0,∞),
then one speaks of global well-posedness. Local and global well-posedness can be
seen to be asymmetric in their consideration of time in the sense that it considers
“continuous” time t to be dominant over the “discrete time” j (in the terminology of
hybrid time domains). For “physical” hybrid systems this asymmetry is useful as we
are interested in the actual progress of real time t and less interested in the number
of events. Initial well-posedness is from this point of view more symmetric.

Well-posedness of hybrid automata Necessary and sufficient conditions for well-
posedness of hybrid automata have been stated in [427]. Basically these conditions
mean that transitions with non-trivial reset relations are enabled whenever contin-
uous evolution is impossible (this property is called nonblocking) and that discrete
transitions must be forced by the continuous flow exiting the invariant set, no two
discrete transitions can be enabled simultaneously, and no point x can be mapped
onto two different points x′ *= x′′ by the reset relation R(q, q′) - this property is
called determinism. We will formally state the results of [427] after introducing some
necessary concepts and definitions.

An execution χ = (τ,λ, ξ) as defined in Definition 5.5 is called finite, if τ is a
finite sequence ending with a closed interval; infinite, if τ is an infinite sequence or
if
∑

i(τ
′
i − τi) =∞; and maximal if it is not a strict prefix of any other execution of

the hybrid automaton. We denote the set of all maximal and infinite executions of the
automaton with initial state (q0, x0) ∈ Init by HM

(q0,x0)
and H∞

(q0,x0)
, respectively.

Definition 5.9 (Nonblocking automaton) A hybrid automaton is called
nonblocking if H∞

(q0,x0)
is nonempty for all (q0, x0) ∈ Init. It is called de-

terministic if HM
(q0,x0)

contains at most one element for all (q0, x0) ∈ Init.

These well-posedness concepts are similar to what we called initial well-posed-
ness as they do not say anything about live-lock or the continuation beyond accumu-
lation points of event times.

To simplify the characterization of nonblocking and deterministic automata, the
following assumption has been introduced in [427]:

Assumption 5.1 The vector field f(q, ·) is globally Lipschitz continuous for
all q ∈ Q. The edge (q, q′) is contained in E if and only if G(q, q′) *= ∅ and
x ∈ G(q, q′) if and only if there is an x′ ∈ X such that (x, x′) ∈ R(q, q′).

The first part of the assumption is standard to guarantee global existence and
uniqueness of solutions within each location given a continuous initial state. The
latter part is without loss of generality as can easily be seen [427].

A state (q̂, x̂) is called reachable if there exists a finite execution (τ,λ, ξ) with
τ = {[τi, τ ′i ]}N

i=0 and (λN (τ ′N ), ξN (τ ′N )) = (q̂, x̂). The set Reach ⊆ Q×X denotes
the collection of reachable states of the automaton.
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The set of states from which continuous evolution is impossible is defined as

Out = {(q0, x0) ∈ Q× X | ∀ε > 0∃t ∈ [0, ε) xq0,x0(t) *∈ Inv(q0)},

in which xq0,x0(·) denotes the unique solution to ẋ = f(q0, x) with x(0) = x0.

Theorem 5.14 [427] Let Assumption 5.1 be satisfied.
1. A hybrid automaton is nonblocking if, for all (q, x) ∈ Reach ∪ Out,

there exists (q, q′) ∈ E with x ∈ G(q, q′). In case the automaton is
deterministic, this condition is also necessary.

2. A hybrid automaton is deterministic if and only if for all (q, x) ∈
Reach
• if x ∈ G(q, q′) for some (q, q′) ∈ E , then (q, x) ∈ Out;
• if (q, q′) ∈ E and (q, q′′) ∈ E with q′ *= q′′, then x *∈ G(q, q′) ∩

G(q, q′′); and
• if (q, q′) ∈ E and x ∈ G(q, q′), then there is at most one x′ ∈ X

with (x, x′) ∈ R(q, q′).

As a consequence of the broad class of systems covered by the results in this
section, the conditions are rather implicit in the sense that for a particular example
the conditions cannot be verified by direct calculations (i.e. are not in an algorithmic
form). Especially, if the model description itself is implicit (e.g. piecewise affine sys-
tems or complementarity models) these results are only a start of the well-posedness
analysis as the hybrid automaton model and the corresponding sets Reach and Out
have to be determined first. In the next sections, we will present results that can be
checked by direct computations.

The extension of the initial well-posedness results for hybrid automata to local or
global existence of executions are awkward as Zeno behavior is hard to characterize
or exclude, and continuation beyond Zeno times is not easy to show. This is one of the
motivation to derive conditions that guarantee the existence or absence of Zeno be-
havior (see, e.g., [19, 159, 272, 341, 532, 583, 619, 680]) To guarantee continuation
beyond Zeno times the hybrid model is sometimes extended or modified by using,
e.g., relaxations [341]. As another example of an extension, consider the the bounc-
ing ball model (Section 2.3.3) in which “global solutions” defined for all t in [0,∞)
can be obtained by adding the “constrained mode” ẋ1 = ẋ2 = 0. Note that in case of
complementarity modelling of the bouncing ball by ẍ1 = −g + w, 0 ≤ w⊥x1 ≥ 0
(completed with the elastic reset map), where w represents the constraint force ex-
erted by the ground on the ball, this constrained mode with x1 = 0 follows naturally.
For complementarity systems, but also for differential equations with discontinuous
right-hand sides such as piecewise affine systems or other switched systems, one has
the advantage that the location or mode can be described as a function of the con-
tinuous state. Of course, in this case one is able to define an evolution beyond the
Zeno time by proving that the (left-)limit of the continuous state exists at the Zeno
point (e.g. show for the bouncing ball as in Section 2.3.3 that limt↑τ∗ x1(t) = 0
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and limt↑τ∗ x2(t) = 0, and that from (0, 0)) continuation in the constrained mode
is clearly possible). Continuation from this limit follows then from initial or local
existence.

Well-posedness of piecewise linear systems A problem of considerable impor-
tance is to find necessary and sufficient conditions for well-posedness of piecewise
linear systems

ẋ =






A1x, when x ∈ C1,

A2x, when x ∈ C2,
...

Arx, when x ∈ Cr,

(5.94)

where Ci are certain subsets of Rn having the property that

C1 ∪ C2 ∪ · · · ∪ Cr = Rn

int Ci ∩ int Cj = ∅, i *= j.
(5.95)

This situation may naturally arise from modeling, as well as from the application of a
switching linear feedback scheme (with different feedback laws corresponding to the
subsets Ci). Of course, even more general cases may be considered, or, instead, extra
conditions may be imposed on the subsets Ci. Note that the first condition in (5.95)
is a necessary (but not sufficient) condition for existence of solutions for all initial
conditions and the second one is necessary (but again not sufficient) for uniqueness
(unless the vector fields are equal on the overlapping parts of the regions Ci).

A particular case of the above problem, which has been investigated in depth, is
the bimodal linear case

ẋ =

{
A1x, when Cx ≥ 0,

A2x, when Cx ≤ 0,
(5.96)

under the additional assumption that both pairs (C, A1) and (C, A2) are observable.
The solution concept that will be employed is the extended Carathéodory solu-

tion, which is a function x : [t0, t1]→ Rn, which is absolutely continuous on [t0, t1],
satisfies

x(t) = x(t0) +
∫ t

t0

f(x(τ))dτ, (5.97)

where f (x) is the (discontinuous) vector field given by the right-hand side of (5.96),
and there are no left-accumulation points of event times on [t0, t1].

Note that Filippov solutions involving sliding modes are not extended Carathéo-
dory solutions. Moreover, note that if f(x) is continuous then necessarily there ex-
ists a K such that A1 = A2 + KC, and f is automatically Lipschitz continuous,
implying local uniqueness of solutions by classical results on ordinary differential
equations.
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Before stating the main result we introduce some notation. First we define the
n× n observability matrices corresponding to (C, A1), respectively (C, A2):

W 1 :=





C
CA1

...
CAn−1

1




, W 2 :=





C
CA2

...
CAn−1

2




(5.98)

(by assumption they both have rank n). Furthermore we define the following subsets
of the state space Rn:

S+
i = {x ∈ Rn|W ix < 0}

S−
i = {x ∈ Rn|W ix = 0}

i = 1, 2, (5.99)

where < denotes lexicographic ordering, that is x = 0 or x < 0 if the first com-
ponent of x that is nonzero is positive. Furthermore, x = 0 iff −x < 0. Then the
following result from [335] can be stated:

Theorem 5.15 The bimodal linear system (5.96) is well-posed if and only
if one of the following equivalent conditions are satisfied:
(a) S+

1 ∪ S
−
2 = Rn;

(b) S+
1 ∩ S

−
2 = {0};

(c) W 2W
−1
1 is a lower-triangular matrix with positive diagonal ele-

ments.

Possible extensions to noninvertible observability matrices, the situation of more
than two modes, as well as to modification of the sets Cx ≥ 0, Cx ≤ 0, are
discussed in [335, 336].

Complementarity systems Several well-posedness results were already presented
in Section 5.2. These results focussed on Carathéodory and forward solutions that
applied to absolutely continuous trajectories only. However, in various application
domains of complementarity systems the restriction to continuous trajectory is too
stringent. This is the case in the context of unilaterally constrained mechanical sys-
tems (cf. [122, 123, 302, 413, 462]) in which impacts cause discontinuities in the
velocities of the impacting bodies. In this section we will provide a result that ap-
plies to linear complementarity systems of the form

ẋ(t) = Ax(t) + Bu(t), (5.100a)
y(t) = Cx(t) + Du(t), (5.100b)
0 ≤ u(t) ⊥ y(t) ≥ 0, (5.100c)

in which impacts are allowed. Before doing so, we will present a result for a class
of nonsmooth dynamical systems consisting of linear saturation systems and linear
relay systems, which are based on “complementarity reasoning,” see [149, 151].
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Linear saturation and linear relay systems As is well-known [217], piecewise
linear relations may be described in terms of the linear complementarity problem. In
the circuits and systems community (cf. [395, 641]) the complementarity formula-
tion has already been used for static piecewise linear systems; this subsection may be
viewed as an extension of the cited work in the sense that we consider dynamic sys-
tems. For the sake of simplicity, we will focus on a specific type of piecewise linear
systems, namely linear saturation systems, i.e. linear systems coupled to saturation
characteristics. They are of the form

ẋ(t) = Ax(t) + Bu(t), (5.101a)
y(t) = Cx(t) + Du(t), (5.101b)

(u(t), y(t)) ∈ saturationi, (5.101c)

where x(t) ∈ Rn, u(t) ∈ Rm, y(t) ∈ Rm, A, B, C and D are matrices of ap-
propriate sizes, and saturationi is the curve depicted in Fig. 5.3 with ei

2 − ei
1 > 0

and f i
1 ≥ f i

2. We denote the overall system (5.101) by SAT(A, B, C, D). Note
that relay characteristics can be obtained from saturation characteristics by setting
f i
1 = f i

2.

!

"

!
!

!
!

!
!

!
!

v

u

ei
2

ei
1

f i
2

f i
1

Fig. 5.3 Saturation characteristic.

One may argue that the saturation characteristic is a Lipschitz continuous func-
tion (provided that f i

1 − f i
2 > 0) and hence the existence and uniqueness of the

solutions follow from the theory of ordinary differential equations. The following ex-
ample shows that this is not correct in general if the feedthrough term D is nonzero:

Example 5.10 Linear saturation system

Consider the single-input single-output system

ẋ = u, (5.102)
y = x − 2u, (5.103)
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where u and y restricted by a saturation characteristic with e1 = −f1 = −e2 = f2 = 1/2
as shown in Fig. 5.3. Let the periodic function ũ : R+ → R be defined by

ũ(t) =






1/2, if 0 ≤ t < 1,

−1/2, if 1 ≤ t < 3,

1/2, if 3 ≤ t < 4,

and ũ(t − 4) = ũ(t) whenever t ≥ 4. By using this function define x̃ : R+ → R as

x̃(t) =

∫ t

0

ũ(s) ds,

and ỹ : R+ → R as
ỹ = x̃ − 2ũ.

It can be verified that (−ũ,−x̃,−ỹ), (0, 0, 0), and (ũ, x̃, ỹ) are all solutions of SAT(0, 1,
1, −2) with the zero initial state. "

As illustrated in the example, the Lipschitz continuity argument does not work
in general when f i

1 > f i
2. Also in the case, where f i

1 = f i
2 this reasoning does not

apply. The following theorem gives a sufficient condition for the well-posedness of
linear systems with saturation characteristics. Recall that a P -matrix is a matrix with
all its principal minors being positive.

Theorem 5.16 [149, 151] Consider SAT(A, B, C, D). Let R =
diag(ei

2 − ei
1) and S = diag(f i

2 − f i
1). Suppose that G(σ)R − S is

a P -matrix for all sufficiently large σ∈ R, where

G(σ) = C(σI −A)−1B + D.

Then, there exists a unique forward solution of SAT(A, B, C, D) for all
initial states.

Linear complementarity systems with jumps Up to this point, the results on
well-posedness for complementarity systems concerned solutions of which the x-
part is continuous. As mentioned before, for applications such as constrained me-
chanical systems (e.g. the bouncing ball) discontinuities in the state variables are re-
quired. For linear complementarity systems as in (5.100) a distributional framework
was used to obtain an extension of the forward solution concept (see [304] for de-
tails). The work [304] presented also sufficient conditions for local well-posedness.
In case of one complementarity pair, these conditions are also sufficient for global
well-posedness.

Consider the LCS(A, B, C, D) as in (5.100) with Markov parameters H0 = D
and Hi = CAi−1B, i = 1, 2, . . . and define the leading row and column indices by

ρj := inf{i ∈ N | H i
j• *= 0}, ηj := inf{i ∈ N | H i

•j *= 0},
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where j ∈ {1, . . . , k} and inf ∅ := ∞. The leading row coefficient matrix M and
leading column coefficient matrix N are then given for finite leading row and column
indices by

M :=




Hρ1

1•
...

Hρk

k•



 and N := (Hη1
•1 . . . Hηk

•k).

Theorem 5.17 [304] If the leading column coefficient matrix N and the
leading row coefficient matrix M are both defined and P-matrices, then
LCS(A, B, C, D) has a unique local forward solution (with jumps) on
an interval of the form [0, ε) for some ε > 0. Moreover, live-lock (an
infinite number of events at one time instant) does not occur.

Differential equations with discontinuous right-hand sides Differential equa-
tions of the form

ẋ(t) = f(t, x(t)) (5.104)

with f being piecewise continuous in a domain G and with the set M of discon-
tinuity points having measure zero, received quite some attention in the literature.
Major roles have been played in this context by Filippov [237] and Utkin [640]. An
example of such a system with two “modes” was given in (5.90). As mentioned in
Subsection 5.4.2, solution concepts have been defined by replacing the basic differ-
ential equation (5.104) by a differential inclusion of the form

ẋ(t) ∈ F(t, x(t)), (5.105)

where F is constructed from f . The solution concept is then inherited from the realm
of differential inclusions [26].

Definition 5.10 (Solution of differential inclusion) The function x : Ω →
Rn is called a solution of the differential inclusion (5.105) if x is absolutely
continuous on the time-interval Ω and satisfies ẋ(t) ∈ F(t, x(t)) for almost
all t ∈ Ω.

There are several ways to transform f into F and we will restrict ourselves to the
two most famous ones and briefly discuss an alternative transformation proposed by
Aizerman and Pyatnitskii [6]. For further details see [237].

In the convex definition [237], as already briefly mentioned in Section 5.4.2 the
set Fa(t, x) is taken to be the smallest convex closed set containing all the limit
values of the function f(t̄, x̄) for x̄ −→ x, t̄ = t and (t̄, x̄) *∈M .

The control equivalent definition proposed by Utkin [640] (see also page 54 in
[237]) applies to equations of the form

ẋ(t) = f(t, x(t), u1(t, x), . . . , ur(t, x)), (5.106)
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where f is continuous in its arguments, but ui(t, x) is a scalar-valued function being
discontinuous only on a smooth surface Si given by φi(x) = 0. We define the sets
Ui(t, x) as {ui(t, x)} when x *∈ Si and in case x ∈ Si by the closed interval
with end-points u−

i (t, x) and u+
i (t, x). The values u−

i (t, x) and u+
i (t, x) are the

limiting values of the function ui on both sides of the surface Si which we assume
to exist. The differential equation (5.106) is replaced by (5.105) with Fb(t, x) =
f (t, x, U1(t, x), . . . , Ur(t, x)).

Remark 5.4 In case Fc(t, x) is chosen as the smallest convex closed set containing
Fb(t, x), then the general definition of Aizerman and Pyatnitskii [6] is obtained. In
case f is affine in u1, . . . , ur and the surfaces S1, . . . , Sr are all different and at
the point of intersection the normal vectors are linearly independent, all the before
mentioned definitions coincide, i.e. Fa = Fb = Fc.

The well-posedness results of the differential equation (5.104) or (5.106) can
now be based on the theory available for differential inclusions (cf. [26, 237] and the
references therein). A set-valued function F is called upper semicontinuous at p0, if
for all ε > 0 there is a δ > 0 such that F(p+δB) ⊆ F(p0)+εB, where B denotes the
unit ball. F is called upper semicontinuous on a set D, if F is upper semicontinuous
in each point of the set D.

Definition 5.11 (Basic condition) We say that the set-valued map F(t, x)
satisfies the basic conditions, if:
• for all (t, x) ∈ G the set F(t, x) is nonempty, bounded, closed, and

convex
• F is upper semicontinuous in t, x.

The following result is described on page 77 of the monograph [237].

Theorem 5.18 (Theorems 2.7.1 and 2.7.2 in [237]) If F(t, x) satisfies
the basic conditions in the domain G, then for any point (t0, x0) ∈ G
there exists a solution of the problem

ẋ(t) ∈ F(t, x(t)), x(t0) = x0. (5.107)

If the basic conditions are satisfied in a closed and bounded domain G,
then each solution can be continued on both sides up to the boundary of
the domain G.

In combination with the following result Theorem 5.18 proves the existence of
solutions for the differential inclusions related to Fa, Fb, and Fc:

Theorem 5.19 (Page 67 in [237]) The sets Fa(t, x), Fb(t, x) and Fc(t, x)
are nonempty, bounded, and closed. Fa(t, x) and Fc(t, x) are also convex.
Fa is upper semicontinuous in x, and Fb and Fc are upper semicontinuous
in t, x.
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Theorem 5.18 and 5.19 together show the existence of solutions when Filippov’s
convex definition is used under the condition that f is time-invariant. In case f is
not time-invariant, additional assumptions are needed to arrive at F being upper
semicontinuous in t as well (cf. page 68 in [237]). For the definition of Aizerman
and Pyatnitskii (i.e. using Fc) existence of solutions is guaranteed. In case Fb(t, x)
is convex for all relevant (t, x) (e.g. if the conditions mentioned in Remark 5.4 are
satisfied), then existence follows as well. If the convexity assumption is not satisfied,
the existence result still holds if upper semicontinuity is replaced by continuity (cf.
page 79 in [237]). In fact, the two major cases studied in Chapter 3 of [26] are related
to these two situations: (i) the values of F are compact and convex and F is upper
semicontinuous; and (ii) the values of F are compact, but not necessarily convex and
F is continuous.

Now we will discuss the issue of uniqueness. Right uniqueness (in the Filippov
sense) holds for the differential equation (5.104) at the point (t0, x0), if there exists
t1 > t0 such that each two solutions of this equation satisfying the initial condition
x(t0) = x0 coincide on the interval [t0, t1] or on the interval on which they are both
defined. Right uniqueness holds for a domain D if from each point (t0, x0) ∈ D
right uniqueness holds.

Not too many uniqueness results are available in the literature. The most useful
result given in [237] is related to the following situation. Let the domain G ⊂ Rn

be separated by a smooth surface S into domains G− and G+. Let f and ∂f/∂xi

be continuous in the domains G− and G+ up to the boundary such that f−(t, x)
and f+(t, x) denote the limit values of the function f at (t, x), x ∈ S from the
regions G− and G+, respectively. We define h(t, x) = f+(t, x) − f−(t, x) as the
discontinuity vector over the surface S. Moreover, let n(x) be the normal vector to
S at point x directed from G− to G+.

Theorem 5.20 Consider the differential equation (5.104) with f as
above. Let S be a twice continuously differentiable surface and suppose
that the function h is continuously differentiable. If for each t ∈ (a, b)
and each point x ∈ S at least one of the inequalities n(x)Tf−(t, x) > 0
or n(x)Tf+(t, x) < 0 (possibly different inequalities for different x and
t) is fulfilled, then right uniqueness holds for (5.104) in the domain G for
t ∈ (a, b) in the sense of Filippov.

The criterion above clearly holds for general nonlinear systems, but needs to be
verified on a point-by-point basis. Alternatively, the results on complementarity sys-
tems, piecewise affine systems or linear saturation systems are more straightforward
to check as it requires, for instance, the computation of the determinants of all princi-
pal minors of the transfer function of the underlying linear system, or determine the
signs of the leading Markov parameters. However, the latter theory applies to specific
classes of hybrid systems and uses a different solution concept. Hence, uniqueness is
not proved in the Filippov sense, but in a forward sense.
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Hybrid inclusions Adding reset maps and restricting the “flow region” for the
above differential inclusions (5.105) leads to the hybrid inclusions (5.93). In [271]
the following basic conditions are adopted:

• C and D are closed sets;
• F is outer semicontinuous in the sense that for all x ∈ Rn and all sequences

{xi} with xi → x, yi ∈ F(xi) such that yi → y, it holds that y ∈ F(x);
• F is locally bounded (i.e. for any compact set K ⊆ Rn there exists m > 0 such

that for all x ∈ K it holds that F(x) ⊆ mB, where B is the unit ball) and F(x)
is nonempty and convex for all x ∈ C;

• G is outer semicontinuous and and G(x) is nonempty for all x ∈ D.

Note that in the case of locally bounded set-valued mappings with closed values,
outer semicontinuity agrees with upper semicontinuity. In general this is not true
[271].

Based on these basic conditions, Proposition 2.4 in [271] states existence results
for these hybrid inclusions. Actually, [271] follows here closely the lines of [27],
where a similar result was obtained for so-called impulse differential inclusions. To
formulate the existence result we will use the following concepts. The tangent cone
TC(x) to a set C at the point x ∈ C consists of all v ∈ Rn for which there exist
real numbers αi > 0 with αi → 0 and vectors vi → v such that for i = 1, 2, . . .
x + αivi ∈ C. A solution (in the form of a hybrid arc as defined in Definition 5.8) to
(5.93) is called maximal if it cannot be extended and is called complete if its domain
is unbounded (either in the “j” and/or “t” directions). The notions of maximal and
complete solutions are similar in nature as maximal and infinite executions of hybrid
automata in Section 5.4.4.

Theorem 5.21 Consider the system (5.93) with the above basic condi-
tions are fulfilled. If x0 ∈ D or x0 ∈ C and for some neighborhood
U of x0 it holds that

x′ ∈ U ∩C implies that TC(x′) ∩ F(x′) *= ∅, (5.108)

then there exists a hybrid arc x of the hybrid inclusion with x(0, 0) = x0

and dom x *= (0, 0). If (5.108) holds for any x0 ∈ C \ D, then for any
maximal solution x at least one of the following is true:
(i) x is complete;
(ii) x eventually leaves every compact subset of Rn;
(iii) for some (T, J) ∈ dom x with (T, J) *= (0, 0) we have x(T, J) *∈

C ∪D.
Case (iii) does not occur if additionally we have for all x0 ∈ D that
G(x0) ⊆ C ∪D.

This result can be considered as an initial well-posedness result. In particular, it
does not give any guarantees that a solution can be defined on a domain containing
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some (t, J) with t > 0 (as live-lock is not excluded) nor for t → ∞ (due to finite
escape times or right-accumulations of reset times). Uniqueness of trajectories is not
considered in the context of hybrid inclusions. Note that statement (ii) above ex-
presses a kind of “finite escape time” condition, which is similar as in Theorem 5.18
for differential inclusions only.

5.4.5 Comparison of some solution concepts

The difference between Filippov and forward and extended Carathéodory solutions
will be discussed in the context of the class of systems for which all these concepts
apply. In particular, we will study the plant

ẋ(t) = Ax(t) + Bu(t); y(t) = Cx(t), (5.109)

in a closed loop with the relay feedback

u(t) = −sgn(y(t)). (5.110)

Note that, in the context of Theorem 5.16, we are dealing with the situation in which
R = 2I and S = 0. Note also that Fa = Fb = Fc for such linear relay systems and
that the corresponding solution concepts coincide and will therefore be referred to as
“Filippov solutions” from now on.

Example 5.11 Difference between Filippov and forward concepts

The difference between the forward solutions and Filippov solution is related to Zeno behav-
ior and is nicely demonstrated by an example constructed by Filippov (page 116 in [237]),
which is given by

ẋ1 = −u1 + 2u2, (5.111a)
ẋ2 = −2u1 − u2, (5.111b)
y1 = x1, (5.111c)
y2 = x2, (5.111d)
u1 = −sgn(y1), (5.111e)
u2 = −sgn(y2). (5.111f)

This system has, besides the zero solution (which is both a Filippov and a forward solution),
an infinite number of other trajectories (being Filippov, but not forward solutions) starting
from the origin. The nonzero solutions (Fig. 5.4) leave the origin due to left-accumulations
of the relay switching times and are Filippov solutions, but are not forward solutions. How-
ever, this example does not satisfy the conditions for uniqueness given in Theorem 5.16
in Section 5.4.4. Hence, it is not clear if the conditions in Section 5.4.4 are sufficient for
Filippov uniqueness as well. "

The latter problem mentioned in the example is studied in [532] for the case
where (5.109) is a single-input-single-output (SISO) system. Theorem 5.16 states
that the positivity of the leading Markov parameter Hρ with Hi = CAi−1B, i =
1, 2, . . . and ρ = min{i | Hi *= 0} implies existence uniqueness in forward sense.
What about uniqueness in Filippov’s sense?
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Fig. 5.4 Trajectory in the phase plane of (5.111).

Theorem 5.22 [532] Consider the system (5.109)–(5.110). The following
statements hold for the relative degree ρ being 1 or 2:
ρ = 1: The system (5.109)–(5.110) has a unique Filippov solution for all

initial conditions if and only if the leading Markov parameter Hρ is
positive.

ρ = 2: The system (5.109)–(5.110) has a unique Filippov solution for initial
condition x(0) = 0 if and only if the leading Markov parameter Hρ is
positive.

Moreover, in the case H1 = CB > 0, Filippov solutions do not have left-
accumulations of relay switching times.

Interestingly, the above theorem presents conditions that exclude particular types of
Zeno behavior.

Up to this point, one might hope that the positivity of the leading Markov param-
eter is also sufficient for Filippov uniqueness for higher relative degrees. However,
in [532] a counter-example is presented of the form (5.109)–(5.110), with (5.109)
being a triple integrator.

Example 5.12 Linear relay example

This relay system has one forward solution (being identically zero) starting in the origin
(as expected, as the leading Markov parameter is positive), but has infinitely many Filippov
solutions of which one is the zero solution and the other starts with a left-accumulation
point of relay switching times [532]. This example can also be considered in the light of the
piecewise linear systems (5.96) considered in Section 5.4.4, which are of the form

{
mode 1 : ẋ = A1x, if y = Cx ≥ 0,

mode 2 : ẋ = A2x, if y = Cx ≤ 0,
(5.112)
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with

A1 =





0 1 0 0
0 0 1 0
0 0 0 −1
0 0 0 0



 , A2 =





0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 0



 , C = (1 0 0 0). (5.113)

An extended Carathéodory solution concept (5.97) for this type of systems and necessary

and sufficient conditions for existence and uniqueness are presented in [335] (see Theo-
rem 5.15). As this solution concept does not allow for sliding modes and left-accumulation
points of event times, the above system does not have any extended Carathéodory solution
starting from the initial state (0, 0, 0, 1)T as can easily be seen (cf. also Theorem 5.15).

In summary, the triple integrator connected to a (negative) relay forms a nice comparison
between the three mentioned solution concepts; for the system (5.112) with (5.113) and
x0 = (0, 0, 0, 1)T, there exist [532]
• no extended Carathéodory solution;
• one forward solution; and
• infinitely many Filippov solutions. "

For specific applications in discontinuous feedback control the Filippov solution
concept allows trajectories, which are not practically relevant for the stabilization
problem at hand. So-called Euler (or sampling) solutions seem to be more appropri-
ate in this context [176, 178]. Also in this case the discontinuous dynamical system is
replaced by a differential inclusion with the difference that a particular choice of the
controller is made at the switching surface. This choice determines which trajecto-
ries are actually Euler solutions by forming the limits of certain numerical integration
routines (cf. [176, 178] for more details).

In Section 2.4.2 of [237] some further results can be found on uniqueness. The
most general result in [237] for uniqueness in the setting of Filippov’s convex defini-
tion uses the exclusion of left-accumulation points as one of the conditions to prove
uniqueness. Unfortunately, it is not clear how such assumptions should be verified.
As a consequence, Theorem 5.22 is quite useful. In Section 2.4.2 of [237] one can
also find some results on continuous dependence of solutions on initial data. See also
the recent survey of [188] on discontinuous dynamical systems.

5.4.6 Zenoness

The above examples, and also the discussion in Chapter 2, indicate that the Zeno
phenomenon in all its forms complicates simulation and many analysis and design
problems, including the well-posedness issue. Depending on which type of Zenoness
is allowed in the solution concept, the answer to the well-posedness problem differs.
So, conditions stating the existence or absence of certain variants of Zenoness are of
interest. Such conditions are generally hard to come by, but some rather recent works
provide some interesting insights in this difficult problem. The reader might want to
consult [19, 159, 272, 341, 532, 583, 619, 680] and the references therein. Some of
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these works also indicate possibilities on how to proceed (define solutions) beyond
Zeno points.

Bibliographical notes

Introductions to model-predictive control are given in [58, 140, 432, 470, 555].
A tutorial overview on the mathematical aspects of discontinuous differential equations

is given in [188]. Impulsive systems are considered in the monograph [292].
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brid automata using conservative gains. In Proc. 1st IFAC Conf. Analysis and
Design of Hybrid Systems, pp. 337–342, Saint Malo, France, 2003.

[380] K. Larsen and Y. Wang. Time-abstracted bisimulation: implicit specifications
and decidability. Inform. Comp., 134(2):75–101, 1997.

[381] K. G. Larsen, P. Petterson, and W. Yi. UPPAAL in a Nutshell. Int. J. Software
Tools Technol. Transfer, 1(1):134–152, 1997.

http://control.ee.ethz.ch/~mpt/


534 References

[382] K. G. Larsen, B. Steffen, and C. Weise. Continuous modelling of real time
and hybrid systems: from concepts to tools. Software Tools Technol. Transfer,
1(1–2):64–85, 1997.

[383] L. F. S. Larsen, T. Geyer, and M. Morari. Hybrid MPC in supermarket refrig-
eration systems. In Proc. 16th IFAC World Congress, Prague, Czech Republic,
2005.

[384] L. F. S. Larsen, R. Izadi-Zamanabadi, and R. Wisniewski. Supermarket refrig-
eration system–benchmark for hybrid system control. In Proc. 2007 European
Control Conf., pp. 113–120, Kos, Greece, 2007.

[385] M. Lazar. Model predictive control of hybrid systems: stability and robustness.
Unpublished PhD thesis, Eindhoven University of Technology, Eindhoven,
The Netherlands, 2006.

[386] M. Lazar, W. P. M. H. Heemels, S. Weiland, and A. Bemporad. On the stability
of 2-norm based model predictive control of constrained PWA systems. In
Proc. 2005 American Control Conf., pp. 575–580, Portland, OR, 2005.

[387] M. Lazar, W. P. M. H. Heemels, S. Weiland, A. Bemporad, and
O. Pastravanu. Infinity norms as Lyapunov functions for model predictive con-
trol of constrained PWA systems. In M. Morari and L. Thiele, eds., Hybrid
Systems: Computation and Control, pp. 417–432. Springer-Verlag, Berlin,
2005.

[388] M. Lazar, W. P. M. H. Heemels, S. Weiland, and A. Bemporad. Stabilizing
model predictive control of hybrid systems. IEEE Trans. Automat. Control,
51(11):1813–1818, 2006.

[389] R. J. Leduc, B. A. Brandin, W. M. Wonham, and M. Lawford. Hierarchical
interface-based supervisory control. In Proc. 40th IEEE Conf. Decision and
Control, pp. 4116–4121, Orlando, FL, 2001.

[390] Y. S. Ledyaev and E. D. Sontag. A Lyapunov characterization of robust
stabilization. Nonlinear Anal., 37(7):813–840, 1999.

[391] E. A. Lee. Overview of the Ptolemy project. Technical Memorandum No.
UCB/ERL M03/25, EECS Department, University of California, Berkeley,
CA, 2003.

[392] E. A. Lee and H. Zheng. Operational semantics of hybrid systems. In
M. Morari and L. Thiele, eds., Hybrid Systems: Computation and Control,
pp. 25–53. Springer-Verlag, Berlin, 2005.

[393] J. W. Lee and G. E. Dullerud. Uniformly stabilizing sets of switching se-
quences for switched linear systems. IEEE Trans. Automat. Control, 52(5):
868–874, 2007.

[394] K. K. Lee and A. Arapostathis. On the controllability of piece-wise linear
hypersurface systems. Syst. Control Lett., 9:89–96, 1987.

[395] D. M. W. Leenaerts and W. M. G. van Bokhoven. Piecewise Linear Modelling
and Analysis. Kluwer, Dordrecht, 1998.

[396] M. A. Lefebvre and H. Gueguen. Hybrid abstraction of affine systems. Non-
linear Anal., 65(6):1150–1167, 2006.

[397] D. B. Leineweber, A. Schäfer, H. G. Bock, and J. P. Schlöder. An efficient
multiple shooting based reduced SQP strategy for large-scale dynamic process



References 535

optimization–part I: theoretical aspects. Comp. Chem. Eng., 27(2):157–166,
2003.

[398] D. B. Leineweber, A. Schäfer, H. G. Bock, and J. P. Schlöder. An efficient
multiple shooting based reduced SQP strategy for large-scale dynamic process
optimization–part II: software aspects and applications. Comp. Chem. Eng.,
27(2):167–174, 2003.

[399] X. Li, S. K. Jha, and L. Bu. Towards an efficient path-oriented tool for bounded
reachability analysis of linear hybrid systems using linear programming. In
Proc. Workshop on Bounded Model Checking, pp. 57–70, Seattle, WA, 2006.

[400] F. L. Lian. Analysis, modeling and control of networked control systems.
Unpublished PhD thesis, University of Michigan, MI, 2001.

[401] D. Liberzon. Switching in Systems and Control. Birkhäuser, Boston, MA,
2003.

[402] D. Liberzon and J. Hespanha. Stabilization of nonlinear systems with limited
information feedback. IEEE Trans. Automat. Control, 50(6):910–915, 2005.

[403] D. Liberzon and A. S. Morse. Basic problems in stability and design of
switched systems. IEEE Control Syst. Magazine, 19(5):59–70, 1999.
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