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Abstract— This paper proposes an event-driven optimal con-
trol strategy for hybrid systems composed of continuous-time
integral dynamics with inputs and of finite state machines
triggered by endogenous and exogenous events. Endogenous
events are caused by continuous states or continuous inputs
crossing certain linear thresholds or by the elapse of time
intervals, while exogenous events are forced by changes of
binary and continuous inputs. The advantages of the proposed
strategy are the reduction of the amount of computation
required to solve optimal control problems, and the reduction of
approximation errors typical of discrete-time approaches. We
examine several performance objectives and constraints that
lead to mixed-integer linear or quadratic optimization problems
and we exemplify the approach on a simple example.

I. INTRODUCTION

Optimal control aims at finding the input profile that
generates the optimal behavior of a dynamical system with
respect to a given performance index while respecting a set of
constraints. For hybrid systems [1], this problem is in general
hard to solve if a continuous-time model is considered [2]–
[4], while it can be efficiently solved by Mixed Integer
Programming (MIP) techniques if the system is modelled
in discrete-time [5]. Nevertheless, sampling continuous-time
systems introduces errors, that in case of hybrid dynamics
might become large, due to discontinuities of the state update
equations. The standard approach to reduce this effect is to
increase the sampling rate, therefore requiring more samples
to control the system during a given time interval. This
may not be computationally feasible given that in general
the computational complexity to obtain the optimal control
profile increases exponentially with respect to the number
of sampling steps. Also, when dealing with systems with
different operative modes, a uniform (small) sampling time
must be chosen basing on the fastest mode, often resulting
in oversampling.

In the literature several mathematical models have been
proposed for hybrid systems. This paper focuses on a
subclass of continuous-time Piecewise Affine (PWA) sys-
tems [6], closely related to Linear Hybrid Automata
(LHA) [7], [8]. We propose a different approach to control
such systems exploiting preliminary ideas presented in [9]
for continuous Petri nets [10]: time-driven control is substi-
tuted by event-driven control. In contrast with discrete-time
methods, in this approach events do not happen when a fixed
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amount of time (the sampling period) elapses, but when the
mode of the system or the input value changes. Thus, events
only happen when something perturbs the linearity of the
continuous dynamics. The main advantages of the approach
are the following: 1) it minimizes the number of variables
required to compute a trajectory of the system during a given
time interval; 2) trajectory errors due to mode switches at
intersampling instants are eliminated.

We shall better explain the importance of the second one.
In a discrete-time model, the mode is assumed constant
during the whole sampling period. However, when the real
system is continuous-time, this assumption is, in general,
no longer true. We call the error generated by this wrong
assumption mode-mismatch error. Figure 1 reports an exam-
ple of a large trajectory deviation due to mode-mismatch
error. The system is a two-dimensional piecewise affine
system defined over polyhedral regions. The initial state is
x0 = [1 1]T , the desired final state is xf = [6 3.5]T . A
discrete-time model of the system is obtained with sampling
period Ts = 1. The discrete-time model is able to reach the
target state xf from x0 in one step by applying the input
u∗ = 5. However, when u∗ is applied constantly during the
time interval [0, 1] the behavior of the original continuous-
time system is different from the discrete-time one. The
straight dashed line is the trajectory of the discrete-time
model, while the solid line is the corresponding continuous-
time trajectory. The value of the mode i(t) is not constant
during the whole sampling period and the large difference
is due to the fast dynamics in the region containing xf . The
problem can be mitigated by reducing the sampling period,
but this generates an useless amount of computation when
the system is in the first region, where the dynamics is slow.
A better approach would be to change the input exactly when
the mode changes, as we detail in the rest of the paper.

Event-driven control approaches were applied successfully
to switched piecewise affine systems [11], where the switches
between different dynamics are triggered by external deci-
sions and the mode dynamics are autonomous. Switched time
optimal control of systems with a similar continuous state
dynamics has been proposed in [12]. The approach presented
here differs from [12] for two reasons: we consider systems
with multiple inputs and constraint dependent switches rather
than autonomous systems with controlled switches, and we
propose mixed integer programming instead of linear pro-
gramming and feasible sequence enumeration as the solution
technique.

The rest of the paper is structured as follows: Section II
presents an abstract model of a continuous hybrid system that
can be formulated as an event-driven system. An event-driven
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Fig. 1. State trajectory error introduced by mode-mismatch between
discrete-time (dashed) and continuous-time (solid)
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Fig. 2. Integral continuous time Hybrid Automaton (icHA)

formulation for the PWA system is reported in Section III. In
Section IV several criteria for optimal control are proposed
and Section V presents an example.

II. INTEGRAL CONTINUOUS HYBRID AUTOMATON

A continuous-time version of the Discrete Hybrid Automa-
ton (DHA) [13] is considered here, in which the continuous
dynamics are integral and which will be called integral
continuous (time) Hybrid Automaton (icHA). As the DHA,
the icHA is constituted by four components shown in Fig-
ure 2: an integral Switched Affine System (iSAS), an Event
Generator (EG), a Mode Selector (MS) and an asynchronous
Finite State Machine (aFSM). The continuous-time iSAS
represents a collection of possible integral dynamics (i.e.,
the system modes) for the continuous state,

ẋc(t) = Bi(t)uc(t) + fi(t), (1)

in which xc ∈ R
nc and uc ∈ R

mc are the continuous
components of the state and input vectors, respectively, and
i ∈ I = {1, 2, . . . s} is the system mode. The EG is defined
by the linear threshold conditions

[ex
i (t) = 1] ↔

[
Ex

i

[
xc(t)

t

]
≤ F x

i

]
, i = 1, . . . nx

e (2a)

[eu
i (t) = 1] ↔ [Eu

i uc(t) ≤ Fu
i ] , i = 1, . . . nu

e (2b)

where nx
e + nu

e = ne and e = [ex
1 . . . ex

nx
e
eu
1 . . . ex

nu
e
]T ∈

{0, 1}
ne is the vector of endogenous binary input variables.

The discrete state dynamics are defined by an aFSM

xb(tk+1) = faFSM(xb(tk), ub(tk), e(tk)), (3)

in which xb ∈ {0, 1}
nb and ub ∈ {0, 1}

mb are the discrete
components of state and input vectors, respectively, faFSM :
{0, 1}

nb+mb+ne → {0, 1}
nb is a Boolean function, tk is

the instant of the kth event, thus tk = inft>tk−1
{t :

(ub(t), e(t)) �= (ub(tk−1), e(tk−1))}, and for tk < t ≤ tk+1,
the binary state is kept constant at xb(t) = xb(tk+1). The
discrete dynamics react to events that are asynchronous varia-
tions of the endogenous binary inputs e and of the exogenous
binary inputs ub, and the time instants tk represent the
instants in which some of those signals change, causing a
switch on the binary state xb, delayed by an infinitesimal
time. The value of i(t) in Equation (1) is assigned by the
Mode Selector (MS) through the scalar product:

i(t) = [1 2 . . . s] · fMS(xb(t), ub(t), e(t)), (4)

where fMS : {0, 1}
nb+mb+ne → {0, 1}

s is a Boolean
function and [1 . . . 1] · fMS = 1, ∀(xb(t), ub(t), e(t)) ∈
{0, 1}

nb+mb+ne .

A. Integral Piecewise Affine Systems

The icHA is an abstract model that can be converted
into a computational continuous-time model called integral
Piecewise Affine system. Continuous-time piecewise affine
systems are dynamical models in which the state space is
partitioned into regions and in each region the dynamics are
defined by affine differential equations.

Definition 1: An integral Piecewise Affine (iPWA) sys-
tems is a PWA system that has integral dynamics in each
mode:

ẋc(t) = Bi(t)uc(t) + fi(t), (5a)

xb(t
+) = gi(t), (5b)

i(t) ∈ I : Hx
i(t)x(t) + Jx

i(t)ub(t) + W x
i(t)t ≤ Kx

i(t),(5c)

Hu
i(t)uc(t) + Ju

i(t)ub(t) ≤ Ku
i(t). (5d)

The partition of the full state x(t) = [xc(t) xb(t)]
T is

polyhedral and depends also on the binary input ub. Con-
straints (5c) and (5d) involve only x and uc, respectively,
because of definition (2) of endogenous binary inputs. Note
that the binary state update function (5b), in which xb(t

+) =
limτ→0+ xb(t+τ), follows by embedding (3) in the inequal-
ities (5c) and (5d), so that the binary state is obtained as
a mode-dependent constant [14]. We assume that there is
an infinitesimal delay between the evaluation of the mode
and the update of the binary state, thus the discrete-state
trajectory is left-continuous. This is not reductive since in any
physical systems the components whose state is modelled by
xb have a finite trigger time (consider for instance CMOS
logic gates). The translation of icHA into a PWA form results
in an iPWA system; such a translation can be performed
as in [15], by enumerating all the feasible combinations of
discrete valued variables and by finding the corresponding
polyhedral cells.
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III. EVENT-DRIVEN MODEL OF INTEGRAL CONTINUOUS

HYBRID AUTOMATA

In this paper event-driven optimal control for icHA/iPWA
systems is proposed, in which both the input values and
the durations between two consecutive events are decision
variables, under possible operating constraints. As a result,
the number of different control values per time unit is not
constant as in discrete-time control, but it changes with
the event rate. As a new input is computed only when an
event occurs, the computation effort is certainly smaller than
the discrete-time approach. Furthermore, the mode-mismatch
error is eliminated, since when the mode changes the input
is recomputed, according to a possibly new dynamical mode.

Model (5) must be converted into a suitable form that
can be tackled by Mixed Integer Programming (MIP) tech-
niques [16]. Let PC(mc,mb) be the set of piecewise constant
functions u = [ uc

ub
], u : R → R

mc ×{0, 1}
mb such that u(t)

is constant ∀t ∈ [tk, tk+1), k = 0, 1, . . . where t0 < t1 < ...

is a sequence of time instants. In the following we will
assume the input function uc : R → R

mc ∈ PC(mc,0)
1.

A. Event-Driven Dynamics of Continuous States

Consider a PWA system whose continuous state dynamics
are defined by ẋc(t) = Ai(t)xc(t) + Bi(t)u(t) + fi(t) and
consider a time interval [t0, tf ] in which the system does
not switch mode; ∀t ∈ [t0, tf ] the trajectory is defined by
ẋc(t) = Axc(t)+Buc(t)+f , where A = Ai(t0), B = Bi(t0),
f = fi(t0) are computed by (5c) and (5d). The closed form
solution for xc(t), t ∈ [t0, tf ] is well known.

Consider a signal uc : R → R
mc such that uc ∈ PC, let

t0 < t1 < . . . < th = tf and let {uk}
h−1
k=0 be the associated

constant values. The state value at tf is

xc(tf ) = eA(tf−t0)xc(t0)+
h−1∑
k=0

∫ tk+1

tk

eA(tf−τ)dτ Buk +

∫ tk+1

tk

eA(tf−τ)dτ f, (6)

which is an affine function of the input values uk, but
is nonlinear with respect to the time instants tk. Hence,
the optimal control problem for a system whose dynamics
are defined by (6) and where both uk and tk are decision
variables is in general nonconvex [2]. If the interest is
restricted to systems that have an integral dynamics (A = 0),
Equation (6) becomes xc(tf ) = xc(t0) +

∑h−1
k=0 B(tk+1 −

tk)u(tk) +
∑h−1

k=0(tk+1 − tk)f(tk), since u ∈ PC. Consider
now an iPWA system, choose the input function u ∈ PC in
such a way that the mode switches occur only at the instants
tk and consider instants tk as the instants at which events
occur. Thus, the state trajectory in the interval [t0, t], where
t = th, is

xc(t) = xc(t0) +

h−1∑
k=0

(
Bi(tk)(tk+1 − tk)uc(tk)

+ fi(tk)(tk+1 − tk)
)
, (7)

1For the sake of notation the subscript (mc, mb) will be dropped in the
rest of the paper when the value of (mc, mb) is clear from the context.

where k ∈ {0, 1, . . .} is the event counter. The events can be
endogenous or exogenous. The endogenous events are due
to switches on system dynamics, while the exogenous events
are forced on purpose by the controller. In both cases, at the
event instants the input levels can change. The event-based
formulation of the state update equation (7) becomes

xc(k + 1) = xc(k) + Bi(k)q(k)uc(k) + fi(k)q(k) (8a)

t(k + 1) = t(k) + q(k) (8b)

where k is the event counter, x(k) = x(tk), q(k) is the time
interval between events k and k + 1, and u(k) is the input
value during such an interval. The additional state variable
t(k) represents time expressed as a function of the event
index, thus t(k) = tk is the time instant at which the kth

event occurs. Equation (8a) is still nonlinear because of the
product between variables q(k) and uc(k), but as in [9] it
is possible to introduce a new vector v(k) = q(k)uc(k)
representing the whole effect of the input between two
consecutive events (v(k) is the integral over time period q(k)
of the input uc(k)). Thus the controlled variables are the
input integral v(k) and the input duration q(k). The input
uc(k) = v(k)

q(k) applied to the system is computed from them.
The relations between q and v come from the constraints

that define the partitions (5c), (5d), from possible operating
constraints on states and inputs, and from the cost function
that will be specified in the sequel.

B. Generation of Endogenous Events

Assume the system is in mode ı̄ during [tk, tk+1). Suppose
for the sake of simplicity that mode ı̄ is associated with the
polyhedral region

Hı̄xc(t) ≤ Kı̄, (9)

a particular case of (5c), (5d) in which inequalities involve
only continuous states (the general case can be obtained
straightforwardly). The event occurring at tk+1 is generated
when one of the inequalities in (9) is violated, thus all of
them must be satisfied on [tk, tk+1):

(i(t) = ı̄) ⇒ Hı̄xc(t) ≤ Kı̄,∀t ∈ [tk, tk+1). (10)

Because of the integral dynamics of iPWA systems, con-
straint (10) can be enforced in the event-driven model (15)
by adding the mixed logical/continuous constraint

(i(k) = ı̄) ⇒ Hı̄(xc(k) + Bı̄v(k) + fı̄q(k)) ≤ Kı̄ + εı̄1.

(11)
where εı̄ > 0 is an arbitrarily small tolerance, e.g. the
machine precision, and 1 = [1 . . . 1]T . Constraint (11)
implies that if the mode at tk is ı̄, at tk+1 the system state
is within the region associated with mode ı̄, enlarged by εı̄.

The tolerance εı̄ can be seen as the mathematical instru-
ment to slightly enlarge region ı̄, thus allowing the system
to cross the borders that define such a region. Consider a
single inequality h̄xc ≤ ¯̄k. The effect of adding εı̄ at the
right-hand side of (11) is to move outwards the halfspace
by εı̄

‖h̄‖2
. Thus, the maximal crossing distance in each axis
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direction is εı̄

(h̄·φl)
, where φl, l = 1, . . . , nc are the unitary

axis-directed vectors.
The tolerance introduces a tiny mode-mismatch error that

can be reduced as much as desired by taking a small enough
εi, without increasing the solution complexity. The following
proposition proves that (11) forces the state to remain in the
region obtained by enlarging region ı̄ by εı̄, up to the next
event.

Proposition 1: If inequality (9) is satisfied for xc(k), and
v(k) and q(k) are such that (11) is satisfied, then

Hı̄xc(t) ≤ Kı̄,+εı̄1, ∀t ∈ [tk, tk+1]. (12)

Proof: Since xc(tk) = xc(k) and εı̄ > 0, (12) is
satisfied for t = tk. Since xc(tk+1) = xc(k + 1) =
xc(k) + Bı̄v(k) + fı̄q(k), if (11) is satisfied, then also (12)
is satisfied for t = tk+1. Finally, (12) holds ∀t ∈ [tk, tk+1]
because the state trajectory xc(t), t ∈ [tk, tk+1] is a linear
function of time and the inequality (12) defines a convex set.

As a consequence of Proposition 1, the state trajectory
belongs to region ı̄ during [tk, tk+1 − σ], where σ > 0
depends on εı̄, and σ → 0 as εı̄ → 0.

At tk+1 the system might switch mode or maintain the
same mode. The second case happens when the inequality
(9) is still satisfied at tk+1, which means that an exogenous
event occurred; otherwise i(tk+1) �= i(tk) and the event was
an endogenous one.

C. Operating Constraints

Operating constraints on the state can be embedded in the
set of constraints (9). Input bounds u ≤ uc(t) ≤ u can be
written as the linear constraints

uq(k) ≤ v(k) ≤ uq(k). (13)

Different input bounds for different modes can be enforced
as [i(k) = ı̄] → [uı̄q(k) ≤ v(k) ≤ uı̄q(k)], where uı̄ and
uı̄ are the input upper and lower bounds while in mode ı̄.
Additional operating constraints may be imposed on time
intervals between two events

q ≤ q(k) ≤ q. (14)

For example a finite q imposes a maximum time for each
control action, in order to prevent the system from running in
open loop for too long. A minimum duration q ensures a min-
imum time interval between two events (and thus between
two mode switches), therefore avoiding undesirable effects
such as high frequency chattering and Zeno behaviors [17].

D. Discrete Dynamics

When the event-driven model is obtained from model (5)
the discrete state dynamics is directly defined by the polyhe-
dral partition (5c), (5d) and by the mode-dependent constant
vectors in (5b) (see [14]). If the discrete dynamics is for-
mulated as an event-driven FSM it can be reformulated as a
set of mixed-integer (in)equalities as described in [13]. Such
(in)equalities can be directly embedded in the optimization

problem described later in Section IV, or used to compute a
PWA representation of the form (15) defined below by using
the approach of [15].

The endogenous events generated by discrete state tran-
sitions are expressed exactly as the ones in Equation (11),
since discrete-state transitions are also triggered by linear
thresholds on states and inputs, and by exogenous events
caused by changes of binary inputs ub.

E. Event-Driven PWA Formulation

By collecting (5b)–(5d), (8), (11), (13), (14) an event-
driven integral PWA system can be written as:

xc(k + 1) = xc(k) + Bi(k)v(k) + fi(k)q(k) (15a)

t(k + 1) = t(k) + q(k) (15b)

xb(k + 1) = gi(k) (15c)

i(k) : Hi(k)

[
x(k)
t(k)

]
+ Ji(k)

[
v(k)
q(k)
ub(k)

]
≤ Ki(k).(15d)

Equations (15a) and (15c) define the evolution of con-
tinuous and discrete states, respectively, in the event-driven
framework. Equation (15b) defines the time evolution and
(15d) defines the polyhedral partition after the intersection
with operating and event-generation constraints. Note that
k is the event counter and t(k) is the corresponding time
instant.

F. Resets

Discontinuities of the continuous state trajectory can be
introduced by resets. Additional reset modes i ∈ {s +
1, . . . , sr} are included, (15a) is modified into xc(k + 1) =
(Eixc(k) + hi) + Bi(k)v(k) + fi(k)q(k), and (15b) into
t(k + 1) = t(k) + Giq(k). In modes i = {1 . . . s}, Ei =
I(nc×nc) (where I is the identity matrix), hi = 0(nc×1)

and Gi = 1, while in reset modes i = {s + 1 . . . sr}
Bi = 0(nc×mc), fi = 0(nc×1) and Gi = 0. Note that resets
are instantaneous.

IV. EVENT-DRIVEN OPTIMAL CONTROL

Consider the optimal control problem

min
q,v

J(x, t, q, v) (16a)

s.t. system dynamics (15) (16b)

g(x, t, q, v) ≤ 0 , (16c)

x(0) = x0, t(0) = t0. (16d)

where J is a convex function of (x, t, q, v), t = {t(k)}N
k=0

are the time instants at which the events occur, x =
{x(k)}N

k=0 are the corresponding state values, q =
{q(k)}N−1

k=0 are the durations of the time intervals between
two consecutive events and v = {v(k)}N−1

k=0 are the input in-
tegrals during [tk, tk+1). Constraint (16c) represents possible
additional constraints in the optimal control problem and N

is the number of allowed events.
By converting model (15) into an equivalent MLD

model [15], problem (16) can be solved by mixed integer
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programming for different objective functions (16a) and
constraints (16c).

Typically it is required that the system state reaches a
desired target state xf after (at most) N events,

x(N) = xf . (17)

Sometimes, to prevent infeasibility of the optimal control
problem, it is useful to soften (17) by adding instead

ρ ‖x(N) − xf‖∞ (18)

in (16a), where ρ is a large weighting constant. In alternative,
one can consider a convex desired target set Xf and impose
the constraint x(N) ∈ Xf (either as a hard or a soft
constraint). A target time can be formulated similarly.

The objective criterion in (16a) defines how the target
state must be reached. Minimum time, minimum effort, and
minimum displacement criteria are considered in this paper.
The Minimum-Time criterion looks for the sequence (q, v)
that minimizes the time needed to bring the system from x0

to the final state xf . This can be obtained by minimizing

J(x, t, q, v) =

N−1∑
k=0

q(k). (19)

Note that the v variables are not involved in (19), but still
are involved in (17).

The Minimum-Effort criterion looks for the sequence (q, v)
that brings the system to the final state xf or target set
Xf with the minimum control effort. Let J(x, t, q, v) =∫ tN

0
|u(t)|dt be the �1 norm of the input function, which

provides a measure of the effort to control the system.
With respect to the event instants {tk}

N
k=0, ‖u(·)‖�1 =∑N−1

k=0

∫ tk+1

tk
|u(t)|dt, and since u is constant in each period

[tk, tk+1), we obtain

J(x, t, q, v) = ‖u(·)‖�1 =
N−1∑
k=0

q(k)|u(k)| =
N−1∑
k=0

|v(k)|

(20)
where u(k) is the control level chosen at the kth event,
q(k) = t(k + 1) − t(k) is the period duration, and v(k)
is the input integral as defined in Section III-A.

The Minimum-Displacement criterion looks for the trajec-
tory that brings the state to the target state xf (or to the
target set Xf ), while minimizing the maximum displacement
from a desired continuous state trajectory r. This amounts
to minimize the �∞ norm of the state deviation

J(x, t, q, v) = ‖xc(·) − r(·)‖�∞ =

max
t∈[t0,tf ]

|xc(t) − r(t)|∞ = max
k∈[0,N ]

|xc(k) − r(k)|∞, (21)

where tf = t(N), r ∈ PCnc
and the changes of the value of

r are registered as exogenous events. A special case is r(t) =
xf , t ∈ [t0, tf ]. The last equality in (21) is a consequence
of the following proposition.

Proposition 2: Let xc(t), ∀t ∈ [t0, tf ], be the continuous
state trajectory of an iPWA system, t0 < t1 < . . . <

th = tf be the switching instants2 and r(t) be piecewise
constant over [t0, tf ]. Then maxt∈[t0,tf ] ‖xc(t) − r(t)‖∞ =
maxk∈[0,h−1]{‖xc(tk) − r(tk)‖∞}.

Proof: maxt0≤t≤tf
‖xc(t)− r(t)‖∞ = max0≤k≤h−1 {

maxt∈[tk,tk+1] ‖xc(t)−r(t)‖∞}. Function ‖xc(t)−r(t)‖∞ is
convex on [tk, tk+1], since it is the composition of a convex
function (the norm defined over a bounded polyhedron)
with a linear function (the state trajectory of the iPWA
system between two consecutive switches). Thus, it attains
its maximum value at the border, either at tk or at tk+1. Since
the state values at the mode switch instants tk are contained
in the set of state values at the event instants {x(k)}N

k=0,
also the last equality in (21) holds.

V. NUMERICAL EXAMPLE

In this section we consider the “train–gate” example [8],
a well known benchmark for hybrid systems, commonly
used for verification purposes but proposed here as
a control problem. We define the dynamics by non-
autonomous differential equations ẋi(t) = u(t) + fi, with
ai − fi ≤ ui ≤ bi − fi, instead of the differential inclusions
of [8] used for verification. The example was modelled
in HYSDEL [13] (see http://www.dii.unisi.it/
˜dicairano/sources/eventdriven.html). We
performed the tests on a Pentium Xeon 2.8 GHz with
1 GByte RAM running Cplex 9.0 and Matlab 6.5.

Ar x1 ≤ −10 f1 = 0.5 −0.05 ≤ u1 ≤ 0.05
Cr −10 < x1 ≤ 10 f1 = 0.42 −0.08 ≤ u1 ≤ 0.08
L x1 > 10 f1 = 0.8 −0.05 ≤ u1 ≤ 0.05
O 10−2 < x2 ≤ 1 f2 = 0 −0.06 ≤ u2 ≤ 0.045
Cl 0 ≤ x2 ≤ 10−2 f2 = 0 −0.06 ≤ u2 ≤ 0.045

TABLE I

CHARACTERISTICS OF THE TRAIN–GATE DYNAMICS

The gate can be either (completely or partially) open (O),
or closed (Cl). A train can be in an arriving (Ar), crossing
(Cr) or leaving (L) situation, depending on its position. In
these three situations the whole train–gate system is in an
active (Ac) situation, while when the train is “far” from the
gate the system is idle (I) and the train speed ẋ1 is constant.

The system is modelled as an iPWA system (5). The
automaton that defines the system active-idle behavior has
two binary states (I ,Ac) and an asynchronous exogenous
binary input, “approaching” (app). The transition from the
idle state to the active state is the consequence of an app

signal, that also sets the train position to the initial value
x1 = −20. The transition Ac → I is fired when x1 ≥ 40.

The iPWA system characteristics are reported in Table I,
where x1 is the train position and x2 is the gate position. The
regions of the continuous state space where the binary state is
Ac are obtained by partitioning the axis x1 in three intervals,
representing the train modes Ar, Cr and L, and the axis x2,
relative to the gate, in two intervals representing O and Cl.
Where the binary state is I , there is only one partition in the

2In general the number of mode switches h is smaller than the total
number of events N because of exogenous events.
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Fig. 3. Train–gate trajectory with minimum time control

continuous state space in which the dynamics are ẋ1 = 1
and ẋ2 = 0 (constant train speed and gate position blocked).

Consider the following problem: from the initial state
(x0c

, x0b
) with x0c = [−20 1]T and x0b

= Ac, the train
must safely cross the gate in minimum time. The minimum
time criterion (19) with target state xf = ([40.3 1]T , I) was
applied with N = 6, with the safety constraint imposing that
the trajectory never crosses the region (Cr,O).

Figure 3 shows the partitions of the continuous-state space
(plus additional regions indicating the thresholds triggering
the transition Ac → I) and the optimal trajectory generated
by the event-driven approach for the above stated problem.
The target state xf is reached in 93.8 time units, with a
trajectory that does not cross the unsafe region. The CPU-
time to compute the optimal trajectory is 1.23 seconds.

N ts tcpu (sec.) tviol (time units) t
(sup)
viol

(time units)

5 20.00 0.45 3.82 40.00
6 16.66 1.46 21.83 33.32
10 10.00 8.58 9.82 20.00
15 6.66 66.77 6.55 13.32
20 5.00 747.14 4.82 10.00

TABLE II

NUMERICAL RESULTS OF THE TIME-DISCRETIZATION APPROACH

APPLIED TO THE TRAIN–GATE SYSTEM.

Table II reports the results of a time-discretization ap-
proach on the same problem. The time horizon is 100 time
units and the minimum time criterion is applied by using
state error cost. In Table II N is the number of time steps,
ts is the sampling period, tcpu is the computation time. Note
that by the approach of this paper the constraints are satisfied
along the whole trajectory, while in the time-discretization
approach they can be enforced only at the sampling instants.
Thus, tviol is the period in which the discrete-time solution
violates the safety constraint, and t

(sup)
viol = 2 ts is its upper

bound.

VI. CONCLUSIONS

In this paper we have proposed an event-driven approach
for optimally controlling a class of hybrid systems whose
continuous-state dynamics are integral piecewise affine. The

advantages are the reduction of the computations required
for solving optimal control problems and the avoidance of
mode-mismatch errors. It may seem too reductive to consider
only iPWA dynamics. However such dynamics have been
widely studied for many purposes and a rich model library
exists. As an example piecewise integral dynamics have been
used in the context of linear hybrid automata (LHA) [7],
for verification purposes. Moreover, complex dynamics can
be approximated by piecewise affine integral ones [8]. In a
future work we will investigate the relation between LHA
and icHA in deeper details, as well as the application of our
techniques to MIP-based verification.
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