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Abstract. This paper addresses the issue of an optimal selection of the production and delivery plan for an asphalt
base process. The process is modeled as a DHA (Discrete Hybrid Automaton) using the high level modeling
language HYSDEL (HYbrid System DEscription Language) that allows converting the DHA model into an MLD
(Mixed Logical Dynamical) model. The proposed solution applies to a class of optimal control problems where the
goal is to minimize the total completion time. The solution algorithm, which takes into account a model of a hybrid
system described as an MLD system, is based on the reachability analysis. The algorithm abstracts the behavior of
the hybrid system into a “ tree of evolution” , where nodes of the tree represent reachable states of the system and
branches connect two nodes if a transition exists between the corresponding states. To each node the cost function
value is associated and, based on this value, the tree exploration is driven, searching for the optimal control profile.

Key words: hybrid systems, optimal control, reachability analysis, branch-and-bound methods

Hibridno modeliranje in optimalno vodenje procesa asfaltne baze

Povzetek. V delu obravnavamo problem optimalne izbire
proizvodnje in dobave asfalta, ki je delovni proces asfaltne baze.
Proces smo modelirali kot DHA (Discrete Hybrid Automaton),
pri čemer smo uporabili modelirni jezik HYSDEL (HYbrid
System DEscription Language), ki omogoča pretvorbo modela
DHA v zapis MLD (Mixed Logical Dynamical). Predstavljena
rešitev se nanaša na vrsto optimalnega vodenja, kjer je cilj min-
imizirati čas proizvodnje oziroma čimprej doseči zastavljen cilj.
Algoritem iskanja optimalne rešitve temelji na zapisu MLD v
povezavi z idejo analize dosegljivosti, ki povzame delovanje
celotnega procesa v obliki “problemskega drevesa” . Problem-
sko drevo je sestavljeno iz vozlišč, ki predstavljajo stanja sis-
tema, in vej, ki predstavljajo povezave oziroma prehajanja med
stanji procesa. Vsakemu vozlišču priredimo vrednost kriterijske
funkcije, na podlagi katere poiščemo in določimo optimalno vo-
denje.

Ključne besede: hibridni sistemi, optimalno vodenje, analiza
dosegljivosti, metode razveji in omeji

1 Introduction

The demand for increased levels of automation has given
rise to the development of larger and more complex sys-
tems. New methods and advanced technologies enable
automation of industrial processes to outgrow the basic
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low-level control functions. Higher levels usually in-
clude discrete event dynamics, i.e. event-driven dynam-
ics, while the traditional control approaches are mostly
dealing with continuous dynamics, i.e. time-driven dy-
namics, on lower levels. Hybrid systems combine event-
driven and time-driven dynamics.

Mathematical models represent the basis to any sys-
tem analysis such as simulation, control, verification, etc.
In order to efficiently define the system behavior the
model should not be too complicated. Also, if it were
to simple, it would not be close enough to the real be-
havior of an observed process. We modeled a hybrid
system as a discrete hybrid automaton (DHA) using the
modeling language HYSDEL (HYbrid System DEscrip-
tion Language) [15]. Employing the associated compiler,
the DHA model can be translated to different modeling
frameworks, such as mixed logical dynamical (MLD),
piecewise affine (PWA), linear complementarity (LC), ex-
tended linear complementarity (ELC) or max-min-plus-
scaling (MMPS) systems [12]. In this paper the MLD
modeling framework presented in [6] will be adopted as
it is most suitable to solve optimal control problems. In-
deed, several control procedures, based on the MLD de-
scription of a process, were proposed in the literature.
A model predictive control technique is presented in [6].
It is able to stabilize an MLD system on a desired ref-
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erence trajectory, where on-line optimization procedures
are solved through mixed integer quadratic programming
(MIQP) [5]. A verification approach for hybrid systems
is presented in [7].

Optimal control laws for hybrid systems have been
widely investigated in recent years and many results can
be found in the control science literature. Optimal control
of hybrid systems in manufacturing is addressed in [1, 9],
where the authors combine time-driven and event-driven
methodologies to solve optimal control problems. An al-
gorithm to optimize switching sequences for a class of
switched linear problems is presented in [13], where the
algorithm searches for solutions arbitrary close to the op-
timal ones. A similar problem is addressed in [2], where
the potential for numerical optimization procedures to
make optimal sequencing decisions in hybrid dynamical
systems is explored. A computational approach based on
ideas from dynamic programming and convex optimiza-
tion is presented in [11]. Piecewise linear quadratic opti-
mal control is addressed in [14], where the use of piece-
wise quadratic cost functions is extended from the stabil-
ity analysis of piecewise linear systems. Optimal control
based on a reachability analysis is addressed in [4] and is
here extended to hybrid systems with only discrete inputs.

The paper is organized as follows. In Section 2 we
address the discrete hybrid automata and mixed logical
dynamical modeling frameworks. The problem formula-
tion and proposed solution is addressed in Section 3. The
proposed algorithm is applied to the Asphalt Base Process
and is discussed in Section 4.3.

2 Discrete Hybrid Automata and Mixed
Logical Dynamical Systems

Hybrid systems are a combination of logic, finite state
machines, continuous dynamic systems and constraints.
The interaction between continuous and discrete/logic dy-
namics is shown in Fig. 1, where both parts are connected
through A/L (analog to logic) and L/A interfaces [8, 15].
The system shown in Fig. 1 can be modeled as a discrete
hybrid automaton (DHA). The DHA model of a hybrid
system can be specified by using the modeling language
HYSDEL (HYbrid System DEscription Language). The
associated HYSDEL compiler translates the DHA model
into an equivalent mixed logical dynamical (MLD) form.
The MLD form can be later used to obtain other equiv-
alent model representations [12]. A detailed procedure
for transforming the DHA model into an equivalent MLD
model is described in [15].

The HYSDEL list is composed of two parts: INTER-
FACE declaring all the variables and parameters, and IM-
PLEMENTATION consisting of specialized sections in
which relations between the variables are defined. These
specialized sections are: AD section defining the Boolean
variables from the continuous ones, LOGIC section spec-

ifying arbitrary functions of the Boolean variables, DA
section defining continuous variables from the Boolean
ones, CONTINUOUS section describing the linear dy-
namics expressed as difference equations, LINEAR sec-
tion defining continuous variables as an affine function of
continuous variables, AUTOMATA section specifying the
state transition equations of the finite states machine as a
Boolean functions, OUTPUT section specifying static lin-
ear and logic relations for the output vector, and MUST
section listing all the constraints on the continuous and
Boolean variables. For a more detailed description of the
HYSDEL syntax the reader is referred to [15].

Figure 1. Hybrid control system - discrete and continuous dy-
namics interact through interfaces

2.1 MLD System

Once the system is modeled in HYSDEL, the companion
compiler generates the equivalent MLD model [6] of the
form

x(k+1) = Ax(k) + B1u(k) + B2δ(k) + B3z(k) (1)

y(k) = Cx(k) + D1u(k) + D2δ(k) + D3z(k) (2)

E2δ(k) + E3z(k) ≤ E1u(k) + E4x(k) + E5 , (3)

where x = [xc, xl]′ ∈ IRnc×{0, 1}nl is the vector of con-
tinuous and logic states, u = [uc, ul]′ ∈ IRmc × {0, 1}ml

are the inputs, y = [yc, yl]′ ∈ IRpc × {0, 1}pl are the out-
puts, δ ∈ {0, 1}rl , z ∈ IRrc are the auxiliary logic and
continuous variables, respectively, and A, B1, B2, B3,
C, D1, D2, D3, E1, . . . , E5 are the matrices of suitable
dimensions. Inequalities (3) can contain also additional
constraints over the variables (states, inputs and auxiliary
variables). This permits to include additional constraints
and incorporate heuristic rules in the model.

Using the current state x(k) and input u(k), the time
evolution of (1–3) is determined by solving δ(k) and z(k)
from (3), and then updating x(k+1) and y(k) from equa-
tions (1) and (2). The MLD system (1–3) is assumed to be
completely well-posed if for a given state x(k) and input
u(k) the inequalities (3) have a unique solution for δ(k)
and z(k). A simple algorithm to test well-posedness is
given in [6].
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3 Optimal Control of Hybrid Systems

In [4] and [6] the authors present procedures for opti-
mal control of hybrid processes described in the MLD
form. Optimal control amounts to finding the control se-
quence Ukfin−1

0 ={u(0), . . . , u(kfin−1)} which transfers
the initial state x0 to the final state xfin in the finite time
T = kfin · Ts (Ts is the sampling time) while minimizing
a certain performance index.

3.1 A Class of Optimal Control Problems

Because of the problem of the Asphalt Base Process at
hand, the focus will be on the optimal control for hybrid
systems that are described in the MLD form with only dis-
crete (logic) inputs and where the goal is to minimize the
production time. The problem will be solved by extend-
ing the existing tools based on the reachability analysis
[4]. Needles to say, this kind of optimal control problems
are very complex to solve and are quite frequent in indus-
try.

3.2 Complexity of the Problem

The solution to the posed optimal control problem is the
final time T = kfin · Ts and the optimal control sequence
Ukfin−1

0 = {u(0), . . . , u(kfin−1)}, where u(k) represents
the input to the system at step k. If the system has ml dis-
crete inputs and no continuous inputs (u(k) ∈ {0, 1}ml

and Ukfin−1
0 ∈ {0, 1}ml·kfin), there are 2ml·kfin possible

combinations for Ukfin−1
0 . Hence, the optimization pro-

blem is NP-hard and the computational time required to
solve the problem grows exponentially with the problem
size (an, for a > 1), so that any enumeration method
would be impractical.

3.3 Optimization Based on the Reachability
Analysis

In general, not all the combinations of inputs are feasible
because of the constraints (3). One approach to rule out
infeasible inputs is to use the reachability analysis. The
idea for hybrid systems with continuous inputs presented
in [4] is extended here to hybrid systems with discrete
inputs.

Through the reachability analysis it is possible to ex-
tract the reachable states of the system. Enumerating all
of them would not be effective as many of them will be
far away from the optimal trajectory. Therefore, it is rea-
sonable to combine the reachability analysis with proce-
dures that can detect a reachable state not leading to the
optimal solution and remove it from the exploration pro-
cedure. More precisely, reachable states detected not to
lead to a better (optimal) solution are removed from the
exploration of the state space. The whole procedure is a

kind of the branch and bound strategy and involves gen-
eration of a “ tree of evolution” , as will be described later.
By searching reachable states, we branch the evolution
tree and by removing non-optimal ones we bound it.

3.4 The Reachability Analysis

Let x(k) be the state at step k. The reachability analy-
sis computes all the possible states xi(k + 1) which are
reachable at the next time step (i ∈ {1, 2, ...} is an index
marking reachable states). If the system has ml discrete
inputs, then 2ml possible next states may exist. How-
ever, because of the constraints (3), only a smaller num-
ber of states can actually be reached. The reachable states
xi(k+1) are computed by applying the state x(k) and all
possible inputs ub(k) at step k to the MLD model (1–3)
of a hybrid system.

3.5 Tree of Evolution

A tree of evolution (see Fig. 2) abstracts the possible evo-
lution of the system over a horizon of kfin steps. The
nodes of the tree represent reachable states and branches
connect two nodes if a transition exists between corre-
sponding states. For a given root node V0, representing
the initial state x0 = x(0), reachable states are computed
and inserted into the tree as nodes Vi. A cost value Ji
is associated to each new node. A new node is selected
based on the associated cost value Ji and new reachable
states are computed [4]. More about the cost function and
the node selection criteria will be presented in the fol-
lowing section. The construction of the tree of evolution
proceeds according to the depth first strategy until one of
the following conditions has been met:

• The step horizon limit kmax has been reached.

• The value of the cost function at the current node
is greater than the current optimal one (Ji ≥ Jopt,
where initially Jopt =∞).

• The final state has been reached (x(k) = xfin).

The node that satisfies one of the above conditions is
labeled as explored. If the node satisfies the first or the
third condition, the associated value of the cost function
Ji becomes the current optimal one (Jopt = Ji), the step
instance k becomes the current optimal one (kopt = k)
and the control sequence Ukfin−1

0 which leads from the
initial node V0 to the current node Vi becomes the cur-
rent optimizer. The exploration continues until there are
no more unexplored nodes in the tree and the temporary
control sequence Ukfin−1

0 becomes the optimal one.

3.6 Cost Function and Node Selection Criterion

The cost function and the node selection criterion have a
great influence on the size of the tree of evolution and,
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Figure 2. Tree of evolution

indirectly, on the time efficiency of the optimization al-
gorithm. The best node selection criterion is to propa-
gate the tree of evolution in a direction that minimizes the
value of the cost function. At the same time the cost value
Ji associated with a node is used to detect nodes not lead-
ing to an optimal solution thus preventing an unnecessary
growth of the tree of evolution. To achieve that, the cost
function must have certain properties that are described
below.

As the goal is to minimize the total production time
we choose the following cost function:

Ji(x, k) = h(x) + g(k), (4)

where h(x) presents the “distance measure” to the final
state xfin, with the following properties:

h(xfin) = 0 (5)

h(x(k + 1))− h(x(k)) ≤ 0. (6)

g(k) is the function that gives a “measure” of elapsed time
from the start, with the following property:

g(k + 1)− g(k) > 0. (7)

The cost value Ji decreases with the function h(x) and
increases with the function g(k). This property can be
used to detect nodes which do not lead to an optimal so-
lution at step instance k < kopt (kopt is time instance of
the optimizer) by comparing Ji(k) to Jopt(kopt). When
the cost value Ji(k) ≥ Jopt(kopt), we want to ensure that
by continuing the exploration from this node no better so-
lution than the current one can be found. To achieve that,
the cost function (4) has to be monotonically increasing,
i.e. in the next steps the cost value Ji can only increase.
To this end, we impose

J(x(k+1), k+1)− J(x(k), k) ≥ 0, i.e. (8)(
h(x(k+1)) + g(k+1)

)
−

(
h(x(k))+g(k)

)
≥0. (9)

Reaching the final state xfin can be detected using cost
function (4). Through equation (5) it can be easily noticed
that the cost value at xfin is

Jfin = g(kfin). (10)

4 A Case Study: Asphalt Base Process

The proposed approach was applied to a model of an As-
phalt Base Process. The model tries to take into account
all the characteristics of the plant, i.e. the process of pro-
ducing and delivering asphalt. It is relatively small com-
pared to the real-scale plants, but nonetheless can pose
complex control tasks.

4.1 Description of the Plant

The asphalt base consists of one asphalt preparation re-
actor in which two different types of asphalt can be pro-
duced: the “ rough” and the “fi ne” type. The reactor has
one loading place able to load just one truck at a time. The
loading and unloading time depends on the truck capac-
ity. The delivery is done by four trucks of different load
capacities. The traveling speeds of the truck differ and de-
pend on their load. The service of the transport takes place
on two locations with different travel distances from the
base. Therefore the delivery time differs with regard to
the location involved. It is also taken into consideration
that the “ rough” asphalt is placed before the “fi ne” one.
The data of the process are given in Table 1.

Reactor Capacity 100 tons

Prep. time - “ rough” 60 min.

Prep. time - “fi ne” 80 min.

Truck 1 Load capacity 5 tons

Loading time 1 min.

Unloading time 2 min.

Speed - empty 75 km/h

Speed - full 60 km/h

Truck 2 and 3 Load capacity 10 tons

Loading time 2 min.

Unloading time 3 min.

Speed - empty 60 km/h

Speed - full 50 km/h

Truck 4 Load capacity 20 tons

Loading time 3 min.

Unloading time 4 min.

Speed - empty 50 km/h

Speed - full 43 km/h

Table 1. Process data
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By taking into consideration that the distances to Lo-
cation 1 and Location 2 are 40 and 50 kilometers, respec-
tively, and that the delivery is done first for the “ rough”
and then for the “fi ne” asphalt, then the process of pro-
ducing and delivering asphalt can be presented with Fig-
ure 3.

Figure 3. Process of producing and delivering asphalt

By observing Figure 3, one might come to the conclu-
sion that the process is simple and therefore unpretentious
for modeling. This is not true because the system has to
take into account different orders, i.e. a quantities, types
and locations. It must properly execute situations like:
deliver 7 tons of asphalt to Location 1, i.e. take a truck
with at least 10 tons capacity and load it with 7 tons. Tak-
ing into account all the details, the system becomes quite
complex and therefore hard to model.

4.2 The DHA and MLD Models

The system is modeled as a DHA system, i.e. de-
scribed in the HYSDEL language and then transformed
into the MLD form using the associated HYSDEL com-
piler. The HYSDEL code for the Asphalt Base Process
can be found on the web site http://msc.fe.uni-
lj.si/potocnik. By taking into account sample time
Ts = 1 minute, the HYSDEL tool generates the equiv-
alent MLD form (1–3). The dimensions of the corre-
sponding variables are: x(k) ∈ IR20 × {0, 1}30, u(k) ∈
{0, 1}10, δ(k) ∈ {0, 1}163, and z(k) ∈ IR77. Matrices
A, B1, B2, B3, C, D1, D2, D3 have suitable dimensions.
Matrices E1 to E5 define 1084 inequalities. Output y(k)
is omitted, because all the outputs are actually the states
of the system.

4.3 Control of the Asphalt Base Process

Problem formulation:

For a given initial condition, control the asphalt pro-
duction and its delivery to minimize the total time.

The order for the asphalt delivery, which consists of
the quantity, the type, and the location, presents the initial
condition to the system:

• Location 1: 90 tons - “ rough” ; 40 tons - “fi ne” .

• Location 2: 110 tons - “ rough” ; 60 tons - “fi ne” .

The degrees of freedom are:

• Type of asphalt to be prepared in the reactor.

• Selection of the truck and location.

The solution to the control problem is a control se-
quence UT−1

0 . At each time 10 inputs can influence the
system u(k) ∈ {0, 1}10. To estimate the minimal pro-
duction time to Test = 800 minutes, although such a time
may not be feasible, then Ukfin−1

0 ∈ {0, 1}10·800 and be-
cause all the inputs are logical, 28000 possible combina-
tions of the solution vector Ukfin−1

0 exist and searching
the solution through all the combinations is practically
impossible.

The goal is to minimize the total time for the given
initial conditions (orders). According to the cost function
and node selection criterion introduced earlier, we use the
following cost function

Ji = (R + F + 0.9Re + 0.8(RL1 + FL1+
+RL2 + FL2))f + k

, (11)

where R and F represent the remainder of the sum of all
the “ rough” and “fi ne” orders, Re represents the quan-
tity of an asphalt in the reactor, RL1 and RL2 repre-
sent the remainder of the “ rough” type asphalt needed
to deliver to Locations 1 and 2, similarly FL1 and FL2,
k is the time step and f is the factor whose properties
will be explained later. The order is completed when
R=F=Re=RL1=FL1=RL2=FL2= 0, hence the cost
function value at the feasible solution is

Ji = k . (12)

According to (8–9), the cost function (11) has to be
monotonically increasing, i.e.
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((
R(k+1)+F (k+1)+0.9Re(k+1)+0.8(RL1(k+1)+

+FL1(k+1)+RL2(k+1)+FL2(k+1))
)
f+(k+1)

)
−

−
((

R(k)+F (k)+0.9Re(k)+0.8(RL1(k)+

+FL1(k)+RL2()+FL2(k))
)
f+k

)
=

= (∆R + ∆F + 0.9∆Re + 0.8(∆RL1 + ∆FL1+
+∆RL2 + ∆FL2))f + ∆k ≥ 0,

(13)
where ∆R = R(k+1)−R(k), ∆F , ∆Re, ∆RL1, ∆FL1,
∆RL2, ∆FL2 and ∆k are defined accordingly. Taking
into account the maximum influence of the system change
to the cost function value, the parameter f must satisfy the
condition

f ≤ ∆k

−
(
∆R+∆F+0.9∆Re+0.8(∆RL1+∆FL1+∆RL2+∆FL2)

)
f ≤ 1

−
(
0+0−0.9·20+0.8(−20+0+0+0)

) = 1
34
.

(14)

Regarding the node selection criterion, it is reasonable to
choose the node which leads to the best (current) optimal
solution, i.e. the node with the smallest associated cost
function value Ji at step k.

4.4 Results

Because of the complexity of the optimal control problem
for the Asphalt Base Process analyzed in Section 4.3, we
decided to search for a suboptimal solution for the com-
plete optimal control problem. Searching for an optimal
one would have taken too much time as the complexity
of the optimization problem grows exponentially with the
time horizon.

We added a constraint over the tree size of 1500 nodes
to the proposed algorithm, as we expected the suboptimal
solution to be within the selected interval, and set the pa-
rameter f to 1/34. The solution is presented in Figures 4
and 5. Figure 4 shows the dynamics of completing the or-
ders for Locations 1 and 2, while Figure 5 shows the loads
of the trucks and phases of the transport (loading, deliv-
ering, unloading, returning). The first and in this case the
final suboptimal solution was obtained in 9 minutes and
46 seconds. The computational times refer to the MAT-
LAB implementation running on a Pentium III 667 MHz
machine. We remark that the suboptimal solution is fea-
sible and could also be optimal, but the algorithm would
need much more time to prove optimality.

The obtained results were also compared to the re-
sults obtained in [10] (see Table 1), where the MS Project
and the Preactor were used to find the solution. The MS
Project is not capable, as a tool, to find a solution, but
provides a general overview over the problem and hence
the solution is the product of the author. On the contrary

the tool Preactor is designed to solve such problems in a
certain framework.

Figure 4. The dynamics of completing the orders

Figure 5. Time and load characteristics of the trucks

Algorithm 16h 2min

Preactor 16h 33min

MS Project 18h 26min

Table 2. Comparisons of the results

5 Conclusions

Mathematical models are the basis for simulation, control,
analysis, etc. The modeling language HYSDEL allows
to transform the DHA models into the MLD ones and to
solve optimal control problems.

A class of optimal control problems was addressed
with the goal to minimize the total production time. The



problem was solved by combining the reachability analy-
sis and the branch and bound technique. The main advan-
tage of the approach is in cutting down the “ tree of evolu-
tion” from both sides, top and bottom. Here, it has to be
pointed out that the proposed algorithm is not limited to
hybrid systems, where the dynamics is of an integral type.
It can handle also more complex dynamics where the con-
tinuous behavior of the system is not known in advance.
The suboptimal approach, based on additional knowledge
of the process, was applied to the Asphalt Base Process
and gives satisfactory results within acceptable time.
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