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Abstract—In this paper, we combine optimal control theory and machine learning techniques to propose and solve an optimal control formulation of online learning from supervised examples, which are used to learn an unknown vector parameter modeling the relationship between the input examples and their outputs. We show some connections of the problem investigated with the classical LQG optimal control problem, of which the proposed problem is a non-trivial variation, as it involves random matrices. We also compare the optimal solution to the proposed problem with the Kalman-filter estimate of the parameter to be learned, demonstrating its larger smoothness and robustness to outliers. Extension of the proposed online-learning framework are mentioned at the end of the paper.

I. INTRODUCTION

In recent years, the combination of techniques from the fields of control theory and machine learning has led to a successful contamination of the two disciplines. As an example, we mention the application to control problems of sparsity-inducing techniques from machine learning, such as the Least Absolute Shrinkage and Selection Operator (LASSO) [1], which was applied, e.g., in [2] to consensus problems, and in [3] to model predictive control.

In this framework, in the paper we explore, vice-versa, the application of control techniques to machine learning problems: more precisely, we provide a formulation of the problem of online learning from supervised examples as a variation of the Linear Gaussian Quadratic (LQG) optimal control problem, in which some matrices are random, as being associated with the input examples, which are not known a-priori, but become available as time passes. We show that the proposed problem is a non-trivial variation of the LQG problem, as it involves random matrices, and leads to two different kinds of Riccati equations for the backward and forward phases of dynamic programming. We also compare the sequence of optimal control functions of the proposed problem - which provide corresponding optimal estimates of the unknown vector parameter modeling the relationship between the input examples and their outputs - with the sequence of Kalman-filter estimates of the unknown parameter to be estimated, demonstrating the larger smoothness and robustness to outliers of the sequence of optimal estimates obtained. The results reported in the paper are a subset of the more extensive analysis done in the technical report [4].

The paper is organized as follows. Section II introduces the proposed model of online learning as an LQG optimal control problem with random matrices, whereas Section III provides closed-form expressions for its optimal control functions. Section IV provides a comparison with the Kalman-filter estimate, together with numerical results. Finally, Section V contains a discussion.

II. PROBLEM FORMULATION

In the following, we consider a discrete-time setting. We assume that, at each time $k = 0, 1, \ldots$, a learning machine can observe the supervised pair $(x_k, y_k)$, where $x_k \in \mathbb{R}^d$ is a column vector and $y_k \in \mathbb{R}$ is a scalar. We also assume that the output $y_k$ is generated from the input $x_k$ according to the following linear1 model (plus possible additional measurement noise $\varepsilon_k$):

$$y_k = w' x_k + \varepsilon_k,$$

where $w \in \mathbb{R}^d$ is a fixed vector, unknown to the learning machine (hence modeled also as a random variable), and to be estimated by the learning machine itself by using the sequence of examples $(x_k,y_k)$ as they become available. We assume that the collection of (scalar-valued and vector-valued) random variables $w, \{x_k\}, \{\varepsilon_k\}$ are mutually independent, and that - for simplicity of notation - all such random variables have mean 0, and the random variables $\varepsilon_k$ have the same variance $\sigma^2_\varepsilon$. Moreover, we also assume that the random variables $x_k$ have finite covariance matrices $\mathbb{E}\{x_k x_k'\}$.

Starting from the initial estimate $\hat{w}_0 := 0$ of $w$, at each time $k = 1, 2, \ldots$, the learning machine builds an estimate $\hat{w}_k$ of $w$. This is generated according to

$$\hat{w}_{k+1} = \hat{w}_k + u_k,$$

where $u_k$ is the update of the estimate of $w$ at the time $k$, and is our control to be optimized, according to a suitable optimality criterion (to be stated later). Hence, to analyze the time-evolution of such an estimate, one has to consider the following dynamical system, with state vector $(w_k', \hat{w}_k')'$ and initial conditions $w_0 := w$ and $\hat{w}_0 := 0$:

$$\begin{cases}
    w_{k+1} = w_k, \\
    \hat{w}_{k+1} = \hat{w}_k + u_k, 
\end{cases}$$

1An extension to nonlinear models is also possible, using the so-called kernel trick of kernel-based learning methods [5], and is detailed in the technical report [4].
together with the measures
\[ y_k = C_k u_k + \varepsilon_k, \]  
where \( C_k := x_k' \). In the following, we assume that the control \( u_k \) at the time \( k \) is chosen as a function \( u_k(I_k) \) of the information vector \( I_k \) at the same time, which collects the history of the system, measurements, and past controls up to the time \( k \), and is defined as
\[ I_k := \{(x_j, y_j) \text{ for } j = 0, \ldots, k, \text{ and } u_j \text{ for } j = 0, \ldots, k-1\} \]  
for \( k = 1, 2, \ldots, \) and
\[ I_0 := \{(x_0, y_0)\}. \]
Hence, the control \( u_k \) depends only on the sequence of examples \( (x_j, y_j) \) observed up to the current stage \( k \) and on the sequence of previous controls \( u_j \), or equivalently, since \( \hat{w}_0 = 0 \), on the sequence of previous updates of the estimate of \( w \), instead than the sequence of previous controls. Finally, we assume that the control functions \( u_k \) are chosen in order to minimize a suitable cost functional. Due to space constraints, we describe here only the case of a finite optimization horizon \( N \), although the results can be extended to the infinite-horizon case, with additional technical details [4]. For the finite-horizon case, we define the cost functional as
\[ \mathbb{E} \left\{ \sum_{k=0}^{N-1} \left[ (\hat{w}_k - w_k)^2 + \gamma u_k^2 \right] + ((\hat{w}_N - w_N)^2) \right\} = \mathbb{E} \left\{ \sum_{k=0}^{N-1} [(\hat{w}_k - w_k)^2 + \gamma u_k^2] + (\hat{w}_N - w_N)^2 \right\}, \]  
where \( \gamma > 0 \) and \( Q_k := x_k x_k' \). We denote by \( u_0', \ldots, u_{N-1}' \) the sequence of optimal control functions generated by solving such an optimal control problem.

Remark 2.1: The term \( (\hat{w}_k - w_k)^2 \) in the cost functional (7) penalizes a large deviation of the learning machine estimate \( \hat{w}_k ' \) of the label \( y_k \) from its best estimate (in a mean square sense) \( w_k ' x_k = w_k ' x_k \) which would have obtained if \( w \) were known, whereas the term \( u_k^2 \) penalizes a large norm of the update \( u_k \) of the estimate of \( w \), and \( \gamma \) is a regularization term, which controls the trade-off between the two terms. As discussed later in Section IV, the presence of a such term in the cost functional (7) can make the resulting sequence of optimal estimates of \( w \) smoother with respect to the time index, and less sensitive to outliers, than those of the sequences of estimates obtained by using the classical Kalman filter, under Gaussian assumptions on the random variables \( w \) and \( \varepsilon_k \).

Remark 2.2: The constraint that each control \( u_k \) (hence also each function \( u_k \)) depends only on the sequence of examples \( (x_j, y_j) \) observed up to the current stage \( k \) and on the sequence of previous controls \( u_j \), implies that no future examples are taken into account to update the current estimate of \( w \). Hence, the proposed solution is actually a model of online learning. Batch learning would have obtained, instead, if one had assumed that all the sequence \( \{(x_j, y_j), j = 0, \ldots, N\} \) of examples were known to the learning machine, starting from the time \( k = 0 \).

Remark 2.3: An alternative definition of the cost functional would have been obtained by replacing the term \( (\hat{w}_k - w_k)^2 \) in (7) by \( (\hat{w}_k ' x_k - y_k)^2 \), i.e., by the square of the difference between the label estimated by the learning machine before measuring \( y_k \) (but knowing \( x_k \)), and the label \( y_k \) generated by the model (1) at the time \( k \) (note that they are both observable at the time \( k \)). However, by taking expectations and recalling that \( w, x_k \) and \( \varepsilon_k \) are mutually independent and have mean 0, and \( \varepsilon_k \) is mutually independent from the collection of random variables \( w \), from all the \( x_j \)'s and \( y_j \)'s, and from all the controls \( u_j \) up to the time \( k \), one obtains
\[ \mathbb{E} \left\{ \sum_{k=0}^{N-1} [(\hat{w}_k - w_k)^2 + \gamma u_k^2] \right\} = \mathbb{E} \left\{ \sum_{k=0}^{N-1} [(\hat{w}_k - w_k)^2 + \gamma u_k^2] \right\} + (N+1)\sigma^2. \]
Hence, since the last term in (8) is a constant, the cost functionals (7) and (8) have the same sequence of optimal control functions.

The problem of optimizing the cost functional (7) assuming that the dynamical system evolves according to equation (3), the sequence of measures is provided by equation (4), and the control functions \( u_k \) have the form \( u_k(I_k) \), can be simplified by defining the error vector \( e_k := w_k - \hat{w}_k \), which evolves according to the error dynamics
\[ e_{k+1} = e_k + u_k, \]
where \( e_0 = -w \). Of course, \( e_k \simeq 0 \) means \( \hat{w}_k \simeq w_k = w \). Moreover, since both \( \hat{w}_k \) and \( w_k \) are known at the time \( k \), one can replace the measures \( y_k \) by the equivalent ones \( \hat{y}_k := \hat{w}_k ' x_k - y_k \), hence obtaining the equivalent measurement equation
\[ \hat{y}_k = C_k e_k + \hat{\varepsilon}_k, \]
where \( \hat{\varepsilon}_k := -\varepsilon_k \), and has the same variance \( \sigma^2_2 \). In this case, the history of the system, measurements, and past controls up to the time \( k \) is collected in the information vector \( I_k \), defined as
\[ I_k := \{(x_j, \hat{y}_j) \text{ for } j = 0, \ldots, k, \text{ and } u_j \text{ for } j = 0, \ldots, k-1\} \]  
for \( k = 1, 2, \ldots, \) and
\[ \tilde{I}_0 := \{(x_0, \hat{y}_0)\}. \]  
Since there is a one-to-one correspondence between the information vectors \( I_k \) and \( \tilde{I}_k \), the optimization of the cost functional (7) assuming that the dynamical system evolves according to equation (3), the sequence of measures is provided by equation (4), and the control functions \( u_k \) have
the form \( u_k(I_k) \), is equivalent to the optimization of the next cost functional:

\[
\mathbb{E}\left\{ \sum_{k=0}^{N-1} \left[ (e'_k x_k)^2 + \gamma u'_k u_k \right] + (e'_N x_N)^2 \right\}
\]

assuming that the error vector evolves according to equation (9), the sequence of measures is provided by equation (10), and the control \( u_k \) is now a function \( u_k(I_k) \) of the information vector \( I_k \). Such an optimal control problem is a variation of the classical LQG problem [6, Section 5.2], where the difference between the two problems arises from the fact that the two matrices \( C_k \) and \( Q_k \) are random, instead of deterministic, since they depend on the input examples \( x_k \). Another difference between the proposed optimal control problem and the LQG optimal control problem is that, for \( j = 0, \ldots, k \), the information vector \( I_k \) includes the realizations of the inputs \( x_j \), hence also of the matrices \( C_j \) and \( Q_j \). In the following, we show how such an optimal control problem can be solved by a technique similar to the one used to solve the classical LQG problem.

**Remark 2.4:** The proposed problem could be also called a parameter identification or an optimal estimation problem, as the final goal is to estimate optimally the parameter vector \( w \) relating input examples to their outputs, given the current sequence of examples and the adopted optimality criterion. In the paper, we have chosen the denomination optimal control problem to emphasize its connections with the LQG optimal control problem.

III. DETERMINATION OF THE OPTIMAL CONTROL FUNCTIONS

To solve the proposed optimal control problem, we make an extensive use of the optimal cost-to-go functions from the theory of dynamic programming [6, Chapter 1]. In the context of the present problem, the optimal cost-to-go function \( J^*_k \) at the time stage \( k = 0, \ldots, N \) is defined as

\[
J^*_k(I_k) = \inf_{u_k \in \mathbb{R}^d} \mathbb{E}\left\{ e'_k Q_k e_k + \gamma u'_k u_k + \mathbb{E}\left\{ \sum_{j=0}^{N-1} (e'_j Q_j e_j + \gamma u'_j u_j) + e'_N Q_N e_N | I_k \right\} \right\}.
\]

Under mild regularity conditions, such functions can be determined recursively by solving the Bellman’s equations for the optimal cost-to-go functions, which are

\[
J^*_k(I_k) = \inf_{u_k \in \mathbb{R}^d} \mathbb{E}\left\{ e'_k Q_k e_k + \gamma u'_k u_k + J^*_{k+1}(I_{k+1}) | I_k, u_k \right\}
\]

for \( k = N - 1, \ldots, 0 \), whereas

\[
J_N^*(I_N) = \mathbb{E}\left\{ e'_N Q_N e_N | I_N \right\},
\]

directly by the definition (14).

**Remark 3.1:** A-fortiori, the regularity conditions mentioned above are satisfied for the optimal control problem at hand, at least for the case - studied in the paper - for which the random vectors \( w \) and \( e_k \) are Gaussian, as in such a case the optimal control functions obtained later in (37) are linear with respect to the information vector \( I_k \).

One can observe that equations (15) and (16) are similar to the ones for the optimal cost-to-go functions in the LQG problem [6, Section 4.1], in the following we solve the Bellman’s equation (15) at first for \( k = N - 1 \) and \( k = N - 2 \), then we infer the form of its solution for \( k = N - 3, \ldots, 0 \). For \( k = N - 1 \), one obtains

\[
\begin{align*}
J^*_{N-1}(I_{N-1}) &= \inf_{u_{N-1} \in \mathbb{R}^d} \mathbb{E}\left\{ e'_{N-1} Q_{N-1} e_{N-1} + \gamma u'_N u_N + J^*_N(I_N) | I_{N-1}, u_{N-1} \right\} \\
&= \inf_{u_{N-1} \in \mathbb{R}^d} \mathbb{E}\left\{ e'_{N-1} Q_{N-1} e_{N-1} + \gamma u'_N u_N + (e_{N-1} + u_{N-1})' Q_N (e_{N-1} + u_{N-1}) | I_{N-1}, u_{N-1} \right\} \\
&= \mathbb{E}\left\{ e'_{N-1} Q_{N-1} e_{N-1} \right\} + \inf_{u_{N-1} \in \mathbb{R}^d} \mathbb{E}\left\{ \gamma u'_N u_N + (e_{N-1} + u_{N-1})' Q_N (e_{N-1} + u_{N-1}) | I_{N-1}, u_{N-1} \right\}.
\end{align*}
\]

For uniformity of notation with some of the next equations, from now on we set \( K_N := Q_N \). Now, we observe that \( K_N \) is conditionally mutually independent from \( e_{N-1} \) and \( u_{N-1} \) given \( I_{N-1} \) and \( u_{N-1} \), and is also mutually independent from \( I_{N-1} \) and \( u_{N-1} \). Hence, by setting

\[
\bar{K}_N := \mathbb{E}\left\{ K_N \right\}
\]

(which is a symmetric and positive-semidefinite matrix), one gets

\[
\mathbb{E}\left\{ (e_{N-1} + u_{N-1})' Q_N (e_{N-1} + u_{N-1}) | I_{N-1}, u_{N-1} \right\} = \mathbb{E}\left\{ (e_{N-1} + u_{N-1})' \bar{K}_N (e_{N-1} + u_{N-1}) | I_{N-1}, u_{N-1} \right\}.
\]

Combining (17) and (19), one obtains
As shown later, the term (27) is a function of the dynamical system and of the measurement equation.

does not depend on \( u_{N-1} \) by the first-order optimal condition the optimal control

\[
J_{N-1}^o(I_{N-1}) = E \{ e'_{N-1}(Q_{N-1} + K_N)e_{N-1}|I_{N-1} \} + \inf_{u_{N-1} \in \mathbb{R}^d \text{ } E } \{ u'_{N-1}(K_N + \gamma I)u_{N-1} + 2(K_N E \{ e_{N-1}|I_{N-1} \} + u_{N-1}) \},
\]

(20)

where \( I \) denotes the \( d \times d \) identity matrix. Now, the matrix \( K_N + \gamma I \) is symmetric and positive-definite, hence by the first-order optimal condition the optimal control

\[
u_{N-1}^o(I_{N-1}) = L_{N-1}E \{ e_{N-1}|I_{N-1} \},
\]

(21)

where

\[
L_{N-1} := -(K_N + \gamma I)^{-1}K_N.
\]

(22)

Moreover, by inserting \( u_{N-1} = u_{N-1}^o(I_{N-1}) \) in (20), one obtains

\[
J_{N-2}^o(I_{N-2}) = \inf_{u_{N-2} \in \mathbb{R}^d} \{ e'_{N-2}Q_{N-2}e_{N-2} + \gamma u'_{N-2}u_{N-2} + J_{N-1}^o(I_{N-1}) |I_{N-2}, u_{N-2} \} \]

\[
= E \{ e'_{N-2}Q_{N-2}e_{N-2}|I_{N-2} \} + \inf_{u_{N-2} \in \mathbb{R}^d} \left[ \inf_{u_{N-2} \in \mathbb{R}^d} \left[ \left[ e'_{N-2}Q_{N-2}e_{N-2}|I_{N-2} \right] + e'_{N-1}K_{N-1}e_{N-1}|I_{N-2} \right] + e'_{N-1}K_{N-1}e_{N-1}|I_{N-2} \right] \}
\]

(26)

Now, by [6, Section 5.2, Lemma 2.1], the term

\[
E \{ (e_{N-1} - E \{ e_{N-1}|I_{N-1} \})'F_{N-1} \{ e_{N-1} - E \{ e_{N-1}|I_{N-1} \} \}|I_{N-2}, u_{N-2} \}
\]

(27)

does not depend on \( u_{N-2} \), neither on the sequence of controls applied up to the time \( N-2 \). This is due to the linearity of the dynamical system and of the measurement equation. As shown later, the term (27) is a function \( f_{N-2}(\{C_j\}_{j=0}^{N-2}) \) of the random matrices \( C_j \), for \( j = 0, \ldots, N-2 \), whose realizations can be derived directly from the information vector \( I_{N-2} \). Hence, the term (27) does not influence the search for an optimal control at the time \( N-2 \). So, one obtains

\[
J_{N-2}^o(I_{N-2}) = \inf_{u_{N-2} \in \mathbb{R}^d} \{ e'_{N-2}u_{N-2} + (e_{N-2} + u_{N-2})'K_{N-1}(e_{N-2} + u_{N-2})|I_{N-2}, u_{N-2} \} + f_{N-2}(\{C_j\}_{j=0}^{N-2}) \]

(28)
Such an optimization problem has the same nature as the one (17). Hence, by setting

$$K_{N-1} := \mathbb{E}\{K_{N-1}\} = K_N - K_N(K_N + \gamma I)^{-1}K_N + \mathbb{E}\{Q_{N-1}\},$$

(29)

the optimal control function at the time \(k = N - 2\) is

$$u_{N-2}^0(\hat{I}_{N-2}) = L_{N-2}\mathbb{E}\{e_{N-2}|\hat{I}_{N-2}\},$$

(30)

where

$$L_{N-2} := -(K_{N-1} + \gamma I)^{-1}K_{N-1}.$$  

(31)

Moreover, by inserting \(u_{N-2} = u_{N-2}^0(\hat{I}_{N-2})\) in (20), one obtains

$$J_{N-2}(\hat{I}_{N-2}) = \mathbb{E}\{e_{N-2}K_{N-2}e_{N-2}|\hat{I}_{N-2}\} + \mathbb{E}\left\{e_{N-2} - \mathbb{E}\left\{e_{N-2}|\hat{I}_{N-2}\right\}\right\}'F_{N-2}\left(e_{N-2} - \mathbb{E}\{e_{N-2}|\hat{I}_{N-2}\}\right|\hat{I}_{N-2},$$

(32)

and

$$K_{N-2} := \overline{K}_{N-1} - \overline{K}_{N-1}(\overline{K}_{N-1} + \gamma I)^{-1}\overline{K}_{N-1} + Q_{N-2},$$

(33)

are symmetric and positive-semidefinite matrices. Finally, by using (33), one defines

$$\overline{K}_{N-2} := \mathbb{E}\{K_{N-2}\} = \overline{K}_{N-1} - \overline{K}_{N-1}(\overline{K}_{N-1} + \gamma I)^{-1}\overline{K}_{N-1} + \mathbb{E}\{Q_{N-2}\},$$

(35)

which is also a symmetric and positive-semidefinite matrix.

**Remark 3.2:** Similarly, for \(k = N - 3, \ldots, 0\), also the terms

$$\mathbb{E}\{(e_{k+1} - \mathbb{E}\{e_{k+1}|I_{k+1}\})F_{k+1}(e_{k+1} - \mathbb{E}\{e_{k+1}|I_{k+1}\})|I_k, u_k\}$$

(36)

do not depend on \(u_k\), neither on the sequence of controls applied up to the time \(k\). Moreover, it is shown later that they are functions \(f_k(\{C_j\}_{j=0}^k)\) of the random matrices \(C_j\), for \(j = 0, \ldots, k\). Again, their realizations can be derived directly from the information vector \(\hat{I}_k\).

The same reasoning above can be repeated for the other stages \(k = N - 3, \ldots, 0\), leading to the following recursion:

$$u_k^0(\hat{I}_k) = L_k\mathbb{E}\{e_k|\hat{I}_k\},$$

(37)

where

$$L_k := -(\overline{K}_{k+1} + \gamma I)^{-1}\overline{K}_{k+1},$$

(38)

and

$$K_k := \overline{K}_{k+1} - \overline{K}_{k+1}(\overline{K}_{k+1} + \gamma I)^{-1}\overline{K}_{k+1} + Q_k,$$  

(40)

$$F_k := \overline{K}_{k+1}(\overline{K}_{k+1} + \gamma I)^{-1}\overline{K}_{k+1},$$  

(41)

and

$$\overline{K}_k := \mathbb{E}\{K_k\} = \overline{K}_{k+1} - \overline{K}_{k+1}(\overline{K}_{k+1} + \gamma I)^{-1}\overline{K}_{k+1} + \mathbb{E}\{Q_k\}$$

(42)

are symmetric and positive-semidefinite matrices. Due to the presence of the expectation term \(\mathbb{E}\{Q_k\}\), equation (42) may be called an “average Riccati equation”. In practice, it can be solved likewise the classical deterministic Riccati equation of the Linear Quadratic Regulator (LQR) subproblem associated with the LQG problem [6, Section 5.2], simply by replacing \(Q_k\) (which is deterministic in the LQG problem) by \(\mathbb{E}\{Q_k\}\).

In the following, we make the additional assumption that the random variables \(w\) and \(e_k\) are Gaussian, likewise in the LQG problem. Due to (37), in order to generate the optimal control at the time \(k\), one has to compute \(\mathbb{E}\{e_k|\hat{I}_k\}\). Now, even though the matrices \(C_k\) are random, in the Gaussian case \(\mathbb{E}\{e_k|\hat{I}_k\}\) is just the Kalman-filter estimate \(\hat{e}_k^{\text{Kalman}}\) of the error vector \(e_k\) at the time \(k\), based on the information vector \(\hat{I}_k\). This depends on the fact that, at the time \(k\), the realization of the random matrix \(C_k\) becomes known to the learning machine, hence one can apply the
classical Kalman-filter recursion scheme [6, Appendix E.3] to compute \( \mathbb{E} \{ e_k | I_k \} \). Indeed, such a recursion scheme requires the knowledge of such a matrix at the time \( k \), not before. Finally, the Kalman-filter estimate of \( w \) at the time \( k \), based on the information vector \( I_k \), is \( \hat{w}_k^{\text{Kalman}} := \hat{w}_k - e_k \).

We now express the Kalman-filter recursion scheme for the specific case. In the following, we write

\[
\hat{e}_k^{\text{Kalman}} := \mathbb{E} \{ e_k | I_k \},
\]

and we denote by

\[
\Sigma_k := \mathbb{E} \{ (e_k - \mathbb{E} \{ e_k | I_k \}) (e_k - \mathbb{E} \{ e_k | I_k \})' | I_k \}
\]

(43)

the conditional covariance matrix of \( e_k \), conditioned on the information vector \( I_k \). Finally,

\[
\Sigma_{-1} := \mathbb{E} \{ (e_0 - \mathbb{E} \{ e_0 \}) (e_0 - \mathbb{E} \{ e_0 \})' \} = \Sigma_w
\]

(44)

is the (unconditional) covariance matrix of \( e_0 \), which is equal to the (unconditional) covariance matrix of \( w \).

Remark 3.4: More generally, likewise in [6, Appendix E.4], one could use the symbol \( \Sigma_{k|k} \) to denote the covariance \( \Sigma_k \) at the time \( k \) (resp., \( \Sigma_{k+1} \)).

where the Kalman gain \( H_{k+1} \) is defined as

\[
H_{k+1} := \Sigma_{k+1} C_k' (\Sigma_e^2)^{-1} C_k + \Sigma_{k+1}. \tag{48}
\]

Moreover, since \( e_k = \hat{w}_k - w \), \( \hat{w}_{k+1} = \hat{w}_{k+1} - w \), and \( \hat{y}_{k+1} = C_k \hat{w}_{k+1} - y_{k+1} \), and \( \hat{w}_k \) (resp., \( \hat{w}_{k+1} \), \( \hat{y}_{k+1} \)) is known at the time \( k \) (resp., a time \( k + 1 \)), the Kalman-filter estimate \( \hat{w}_k^{\text{Kalman}} \) (resp., \( \hat{w}_{k+1}^{\text{Kalman}} \)) of \( w \) at the time \( k \) (resp., \( k + 1 \)), based on the information vector \( I_k \) (resp., \( I_{k+1} \)), satisfies

\[
\hat{e}_k^{\text{Kalman}} = \hat{w}_k - \hat{w}_k^{\text{Kalman}}, \tag{49}
\]

(resp., \( \hat{e}_{k+1}^{\text{Kalman}} = \hat{w}_{k+1} - \hat{w}_{k+1}^{\text{Kalman}} \)).

So, \( \hat{w}_k^{\text{Kalman}} \) is derived from (47) by replacement of (49) and (50), obtaining

\[
\hat{w}_{k+1}^{\text{Kalman}} = \hat{w}_k^{\text{Kalman}} + H_{k+1} (\hat{y}_{k+1} - C_k \hat{w}_k^{\text{Kalman}}) \tag{52}
\]

In addition to this, using equations (37) and (49) and the definition of the error vector \( e_k := \hat{w}_k - w \), one obtains

\[
\hat{w}_{k+1}^{\text{Kalman}} = \hat{w}_k^{\text{Kalman}} + L_k (\hat{w}_k - \hat{w}_k^{\text{Kalman}}), \tag{52}
\]

which shows that the optimal estimate \( \hat{w}_k^{\text{Kalman}} \) of the proposed framework tracks the (usually time-varying) Kalman estimate. This, combined with (51), provides

\[
\hat{w}_{k+1}^{\text{Kalman}} = \hat{w}_k^{\text{Kalman}} + H_{k+1} (\hat{y}_{k+1} - C_k \hat{w}_k^{\text{Kalman}}). \tag{53}
\]

One can notice that the update (53) does not depend on the sequence of applied controls, and that it could also have been obtained more directly by considering the evolution of the dynamical system

\[
w_{k+1} = w_k \tag{54}
\]

only, together with the initial condition \( w_0 := w \), and the measurement equation (4).
matrices
\[ A_k := I, B_k := I, Q_k, R_k := \gamma I \]  
(55)
in the primal problem (i.e., the LQR subproblem) are played, resp., by the following matrices of the dual problem (i.e., the Kalman-filter estimation problem):
\[ A_k^{\text{dual}} := A_k^T = I, B_k^{\text{dual}} := C_k^T, Q_k^{\text{dual}} := 0, R_k^{\text{dual}} := \sigma_k^2, \]  
(56)
where \( Q_k^{\text{dual}} \) is the covariance matrix of the system noise (a kind of noise that is not present in (9)), hence it is an all 0’s matrix. Now, in the primal problem, the matrix \( Q_k \) is stochastic, whereas in the dual problem, the matrix \( Q_k^{\text{dual}} \) is deterministic. Similarly, in the primal problem, the matrix \( B_k \) is deterministic, whereas in the dual problem, the matrix \( B_k^{\text{dual}} \) is stochastic. This lack of symmetry is the reason for which the two Riccati equations (42) and (46) have different forms.

Now, as anticipated before, for \( k = N - 2, \ldots, 0 \), we provide closed-form expressions for the terms.

Looking at (59), one gets
\[ \mathbb{E} \left\{ (e_{k+1} - \mathbb{E} \{e_{k+1} | \hat{I}_{k+1}\})' F_{k+1} \left( e_{k+1} - \mathbb{E} \{e_{k+1} | \hat{I}_{k+1}\} \right) | \hat{I}_k, u_k \right\}, \]  
(57)
showing that they are functions of the form \( f_k(\{C_j\}_{j=0}^k) \).

By the law of iterated expectations [8, Section 3.2], we get
\[ \mathbb{E} \mathbb{E} \left\{ \left( e_{k+1} - \mathbb{E} \{e_{k+1} | \hat{I}_{k+1}\} \right)' F_{k+1} \left( e_{k+1} - \mathbb{E} \{e_{k+1} | \hat{I}_{k+1}\} \right) | \hat{I}_k, u_k \right\} \]
\[ = \mathbb{E} \left\{ \left( e_{k+1} - \mathbb{E} \{e_{k+1} | \hat{I}_{k+1}\} \right)' F_{k+1} \left( e_{k+1} - \mathbb{E} \{e_{k+1} | \hat{I}_{k+1}\} \right) | \hat{I}_k, u_k \right\}. \]  
(58)
Now, by properties of the trace and the linearity of the trace and of the expectation operator, one has
\[ \mathbb{E} \left\{ \left( e_{k+1} - \mathbb{E} \{e_{k+1} | \hat{I}_{k+1}\} \right)' F_{k+1} \left( e_{k+1} - \mathbb{E} \{e_{k+1} | \hat{I}_{k+1}\} \right) | \hat{I}_k, u_k \right\} \]
\[ = \mathbb{E} \left\{ \text{Tr} \left( \left( e_{k+1} - \mathbb{E} \{e_{k+1} | \hat{I}_{k+1}\} \right)' F_{k+1} \left( e_{k+1} - \mathbb{E} \{e_{k+1} | \hat{I}_{k+1}\} \right) \right) | \hat{I}_k, u_k \right\} \]
\[ = \mathbb{E} \left\{ \text{Tr} \left( F_{k+1} \left( e_{k+1} - \mathbb{E} \{e_{k+1} | \hat{I}_{k+1}\} \right)' \left( e_{k+1} - \mathbb{E} \{e_{k+1} | \hat{I}_{k+1}\} \right) \right) | \hat{I}_k, u_k \right\} \]
\[ = \text{Tr} \left( F_{k+1} \mathbb{E} \left\{ \left( e_{k+1} - \mathbb{E} \{e_{k+1} | \hat{I}_{k+1}\} \right)' \left( e_{k+1} - \mathbb{E} \{e_{k+1} | \hat{I}_{k+1}\} \right) \right) | \hat{I}_k, u_k \right\} \]  
(59)
Due to equations (40), (41), (42) and their initializations (24), (25) and (29), the last expression in (59) is a function of the form \( \hat{f}_{k+1}(\{C_j\}_{j=0}^{k+1}) \). Finally, by combining (46), (58), and (59), one gets
\[ \mathbb{E} \left\{ \left( e_{k+1} - \mathbb{E} \{e_{k+1} | \hat{I}_{k+1}\} \right)' F_{k+1} \left( e_{k+1} - \mathbb{E} \{e_{k+1} | \hat{I}_{k+1}\} \right) | \hat{I}_k, u_k \right\} \]
\[ = \mathbb{E} \left\{ \text{Tr} \left( F_{k+1} \Sigma_{k+1} | \hat{I}_k, u_k \right) \right\} \]
\[ = \text{Tr} \left( F_{k+1} \mathbb{E} \left\{ \Sigma_k - \Sigma_k C_{k+1}' (\Sigma_k C_{k+1} C_{k+1} + \sigma_k^2)^{-1} C_{k+1} \Sigma_k | C_0, \ldots, C_k \right\} | \hat{I}_k, u_k \right) \]  
(60)
where the last expression is a function of the form \( \hat{f}_k(\{C_j\}_{j=0}^k) \), as claimed.

IV. COMPARISON WITH THE KALMAN-FILTER ESTIMATE AND NUMERICAL RESULTS
It is interesting to investigate the behavior of the optimal controller (37), (38) for the two limit cases \( \gamma \approx 0 \) and \( \gamma \to +\infty \), and for intermediate values of \( \gamma \). In the case \( \gamma \approx 0 \), the penalization of the control \( u_k \) in the cost functional (13) becomes negligible, and one obtains \( L_k \approx -I \) from (38), and
\[ u_k^0 \approx -\mathbb{E} \{e_k^0 | \hat{I}_k\} \]  
(61)
from (37). Hence, one gets
\[ e_{k+1}^0 \approx e_{k+1}^0 \mathbb{E} \{e_{k+1} | \hat{I}_k\}. \]  
(62)
Equivalently, in terms of the unknown vector $w$ and its optimal estimates $\hat{w}_k$, $\hat{w}_{k+1}$ at the times $k$ and $k+1$, resp., one obtains

$$(\hat{w}_{k+1}^\circ - w) \simeq (\hat{w}_k^\circ - w) - (\hat{w}_k^\circ - E\{w|I_k\}),$$

hence

$$\hat{w}_{k+1}^\circ \simeq E\{w|I_k\},$$

which is just the Kalman-filter estimate of $w$ at the time $k$, based on the information vector $I_k$. In the case $\gamma \to +\infty$, instead, the penalization of the control $u_k$ in the cost functional (13) becomes larger and larger. Indeed, in this case one obtains $L_k \simeq 0$ from (38), and

$$\hat{w}_k^\circ \simeq 0$$

from (37). Hence, one gets

$$e_{k+1}^\circ \simeq e_k^\circ$$

and

$$\hat{w}_{k+1}^\circ \simeq \hat{w}_k^\circ \simeq \ldots \simeq \hat{w}_0^\circ = 0.$$

Finally, for intermediate values of $\gamma$, $\hat{w}_k^\circ$ is a smoothed version of the estimate $\hat{w}_k^{\text{Kalman}}$ obtained by the Kalman filter at the time $k$. The sequence of estimates $\hat{w}_k^\circ$ is smoother and less sensitive to outliers than the sequence of estimates $\hat{w}_k^{\text{Kalman}}$, as a large change in the estimate when moving from $\hat{w}_k^\circ$ to $\hat{w}_{k+1}^\circ$ is penalized by the presence of the term $\gamma \hat{w}_k^\circ L_k$ in the cost functional (13). This can be also seen by formula (52), as the symmetric matrix $L_k$ has all its eigenvalues inside the units circle, as it follows from its expression (38). Still, the estimate $\hat{w}_k^\circ$ has convergence properties similar to the ones of the Kalman-filter estimate $\hat{w}_k^{\text{Kalman}}$, as illustrated numerically in Fig. 1 (the experimental setup is described in the caption of the figure).

V. DISCUSSION

In this paper, we have proposed and investigated an optimal-control approach to online learning from supervised examples, modeled in the paper as the online-estimation of an unknown parameter relating the input examples $x_k$ with their outputs $y_k$. We have shown the connections of the proposed problem with the classical LQG optimal control problem, of which the former is a non-trivial variation, as it involves random matrices. We have also compared the optimal solution to the proposed problem with the Kalman-filter estimate, showing cases in which the latter has advantages on it (e.g., more smoothness and robustness to outliers).

The proposed online learning framework has several possible extensions, not described here due to space constraints, but preliminarily investigated in [4]. Among them, we mention possible extensions of the analysis to

a) discounted problems;
b) non-zero-mean random variables;
c) the infinite-horizon case, with convergence results (in particular, convergence to 0 of the expected mean-squared estimation error of the proposed estimate, when the time index goes to infinity);
d) more complex models for the measurement errors;
e) online estimates of some covariance matrices used in the model;
f) a slowly time-varying parameter vector to be learned from the sequence of supervised examples;
g) nonlinear models, in particular, kernel methods [5], using techniques similar to the ones applied in [9] for a kernel-version of the Kalman filter;
h) higher-order regularizations of the estimates of $w$;
i) continuous time;
j) active online learning, in which the learning machine can even influence the choice of some input examples.

REFERENCES


