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Abstract

The problem of satisfying input and state-dependent inequality constraints in feedback control systems is addressed. The proposed solution is based on predicting the evolution of the constrained vector and, accordingly, selecting on line the future reference based on both the current state and the desired set-point changes. The achievable performance is first investigated via simulations, and compared with the one obtained via a receding horizon controller which uses on line a mathematical programming solver. Finally, an analysis is carried out so as to establish stability and offset-free properties of the method.

1. Introduction

The problem of determining a feedback control law capable of stabilizing a given plant in the presence of input and state-related inequality constraints, is one of the fundamental issues in control applications. In this context even the conceptually simple case of a linear plant with saturated inputs gives rise to challenging stability problems [5]. For the discrete-time regulation problem, [6] showed that, under feasibility conditions, zero terminal state receding horizon control [8] with input and state-related constraints yields a stable feedback system. Under quite general conditions, [6] proved in fact this to hold true even if the plant to be regulated is nonlinear and time-varying. Extensions of similar results to the continuous-time regulation problem are tackled in [9] and discussed in [10]. Specific feedback regulation systems for linear plants with input saturations are treated in [7] and [3]. For a different approach see [4].

For 2-DOF (two degrees of freedom) control problems with hard constraints, in recent years a great deal of interest has been focussed on applying predictive control techniques [16], [14], via the on-line use of a mathematical programming solver [15].

The present paper tackles the control problem with constraints along the lines of predictive control but, unlike the previous contributions, sidesteps the need of using a mathematical programming solver by adopting a suitable on-line management of the reference to be tracked. It can be shown that, under some conditions, the proposed on-line predictive reference management (PRM) suffices for solving the constrained control problem, and that the associated computational load turns out to be much smaller than that of a mathematical programming solver. This is a very important feature in industrial control applications where the sampling time cannot be too large, and the computing power must be as small as possible.

The paper is organized as follows. Sect. 2 describes the on-line PRM for a given feedback control system. Via simulation experiments we show that the proposed on-line reference management fulfills input and state-dependent inequality constraints with results that can be made indistinguishable from those obtained by a mathematical programming solver. Sect. 4 analyses the feedback control system governed by the proposed on-line PRM. Some conclusive remarks are finally presented in Sect. 5.

2. On-line Predictive Reference Management

Consider the control system depicted in Fig. 1 where \( y(t) \), \( u(t) \), \( \delta u(t) \) and \( x(t) \) are respectively output, input, input increments and state of the controlled plant. Further, \( c(t) = c(x(t), \delta u(t)) \) is the constrained vector. The underlying controller can implement any stabilizing control law dependent.
on the reference sequence \( r(\cdot) \). We assume also that there is an integral action in the feedback loop, and zero-offset for a constant reference results. We distinguish between the set-point trajectory \( w(\cdot) \) to be tracked and the actual reference sequence \( r(\cdot) \) applied to the controller. The latter is in fact selected on-line by the reference governor as explained in detail below. The set-point condition is needed to threshold the desired trajectory \( W(t) \) in such a way that the output \( w(t) \) of the conditioner is an admissible set-point. This means that when in steady state the plant output \( y \) reaches the level \( w(t) \), \( c \) fulfills the constraints. See (22).

The procedure implemented by the reference governor aims at smoothing out transitions from the current value of the plant output to the desired set-point. Accordingly, the reference pattern selected by the reference governor at each step \( t \) is given as follows

\[
r(t + i|t) = \lambda^{i+1}(t)g(t) + (1 - \lambda^{i+1}(t))u(t)
\]

where \( t, i \in \mathbb{Z}_+ \) and \( \lambda(t) \in [0, 1) \). Let \( c(|t) = \{c(t + i|t)\}_{i=0}^{\infty} \) be the hypothetical evolution of the constrained vector corresponding to the use of the reference pattern \( r(|t) = \{r(t + i|t)\}_{i=0}^{\infty} \). \( c(|t) \) will be called the prediction of the constrained variable for given \( r(|t) \) and \( x(t) \). Then, when a set-point change occurs, one can smooth out the dynamic range of \( c(|t) \) by choosing the “time constant” \( \lambda(t) \) so as to possibly keep \( c(|t) \) admissible. In fact the closer \( \lambda(t) \) to 1, the smoother \( c(|t) \) will be and the larger the resulting settling-time. The idea is to choose at each \( t \) the time constant \( \lambda(t) \) which gives the shortest settling time while keeping \( c(|t) \) admissible. At each time step \( t \) the reference governor executes the following algorithm:

1. Construct the reference pattern \( r(t + i|t) \equiv w(t), \forall i \in \mathbb{Z}_+ \) (i.e. \( \lambda(t) = 0 \));
2. Make a prediction \( c_M(|t) := \{c(t + i|t)\}_{i=0}^{M-1} \) over an \( M \)-step horizon by iterating the plant model and the underlying controller fed by the selected reference pattern;
3. Does \( c_M(|t) \) fulfill the constraints?
   (a) Yes: Use the current reference pattern as the actual reference, compute \( u(t) \) to be given to the actuator, and go to 5;
   (b) No: Go to 4
4. Can other reference patterns corresponding to a larger value of \( \lambda(t) < 1 \) be constructed?
   (a) Yes: Construct the reference pattern by increasing the parameter \( \lambda(t) \), and go to 2;
   (b) No: Set \( r(t + i|t) = r(t + i|t - 1) \). Go to 5;
5. Stop

In the deterministic case, step (3a) ensures that the constraints will be fulfilled at least for \( M \) steps. Ideally \( M \) should be infinite. In practice the prediction horizon \( M \) must be finite. In fact, the shorter it is, the lighter the computational burden. However, too small values of \( M \) can lead the system into a “blind alley”, where no choice of future reference patterns will avoid violation of the constraints. A rule of thumb is to set \( MT_s \) (\( T_s \) = sampling period) equal to the settling time of \( c(|t) \) in the presence of the prescribed constraints, given that, because of set-point conditioning, the constraints can be violated only during transients.

Another issue is how many sequences the governor can try before giving up and executing step (4b). Our solution is to set up a grid \( G \) made up of \( n_G \) values \( 0 = \lambda_0 < \lambda_1 < \ldots < \lambda_{n_G - 1} \) suitably distributed on \([0, 1)\); the higher \( n_G \) the better the performance, but the heavier the computational burden.

Although the strategy described so far can be applied to nonlinear MIMO plants and any underlying stabilizing control law, we investigate how to use it in order to control a discrete-time SISO linear time-invariant plant

\[
\begin{align*}
\{ x(t + 1) &= \Phi x(t) + G \delta u(t) \\
y(t) &= H x(t)
\end{align*}
\]

or, being \( d \) the unit delay operator,

\[
\begin{align*}
\{ (1 - d)A(d)y(t) &= B(d)\delta u(t) \\
(1 - d)A(d) \text{ and } B(d) \text{ are coprime}
\end{align*}
\]

and

\[
u(t) = u(t - 1) + \delta u(t)
\]

\[
c(t) = Ce(t) + D\delta u(t) \in \mathbb{R}^{n_x}
\]

The underlying control law we consider

\[
R(d)\delta u(t) = -S(d)y(t) + \sum_{i=1}^{\infty} w r(t + i)
\]
is the one minimizing the quadratic performance index

\[ J = \sum_{i=0}^{\infty} \left( (y(t+i) - r(t+i))^2 + \rho(\delta w(t+i))^2 \right) \] (7)

\( \rho > 0 \), assuming that \( \{r(t+i)\}_{i=0}^{\infty} \) is bounded and known. The resulting control law will be referred to as LQ control with preview. It consists of the 2-DOF control law (6) where \( R(d), S(d) \) are polynomials satisfying the Diophantine equation

\[ (1-d)A(d)R(d) + B(d)S(d) = E(d)/E(0), \] (8)

with \( S(d) \) of minimum degree, and \( E(d) \) is a strictly Hurwitz polynomial which solves the spectral factorization problem

\[ E(d)E(d^{-1}) = B(d)B(d^{-1}) + \rho(1-d)A(d)A(d^{-1})(1-d^{-1}) \] (9)

The solution of the LQ control problem with preview in the form (6) is given in [12] and [11]. Since the transfer function from \( r(t) \) to \( y(t) \) for the system (9), (6), is given by \( \frac{R(d)B(d^{-1})}{E(d)E(d^{-1})} \), we see that zero-offset results. With \( r(t) \) as in (1), (6) becomes

\[ R(d)\delta w(t) = -(S(d)-V(\lambda(t)))y(t) + [V(1)-V(\lambda(t))]w(t) \] (10)

where

\[ V(d) = \sum_{i=1}^{\infty} \omega_i d^i = \frac{B(d)}{E(0)E(d)} \] (11)

Instead of LQ control with preview, any stabilizing control law with zero-offset could be chosen. E.g., the 2-DOF stabilizing input/output receding horizon control law (SJORHC) [13], or classical 1-DOF controllers like PID or lead-lag.

An advantage with LQ control with preview unlike other predictive controllers such as SJORHC is that its control law can be given in a compact explicit polynomial form as in (6)-(11). This makes the overall operation of the control system under consideration better understandable. We finally point out that, even if the plant and underlying control law are linear, the resulting controller is a nonlinear function of the current closed-loop state and the desired trajectory.

3. Simulation results

**Example 1.** Consider the linear discrete-time plant

\[ (1-1.9517d+0.9517d^2)y(t) = (-0.0488d+0.0488d^2)u(t) \] (12)

obtained by sampling every \( T_s = 0.005s \) and zero-order holding the input of continuous-time unstable plant

\[ y(t) = \frac{1+10s}{(1+0.1s)(1-10s)}u(t) \] (13)

![y(t) and w(t)](image)

**Fig. 2.** 2-DOF LQ, no constraint (dashed line), and with PRM and constraint \(|w(t)| \leq 3\).

![\lambda(t)](image)

**Fig. 3.** \( \lambda(t) \) for the example of Fig. 2.

for which a square-wave is chosen as desired trajectory \( W(\cdot) \). Fig. 2 shows the behaviour of the 2-DOF LQ regulated system without constraints \( r(\cdot) \equiv w(\cdot) \equiv W(\cdot) \), dashed line) and how the control system with PRM behaves in the presence of the constraint

\[ |w(t)| \leq 3 \] (14)

(solid line). Because of open-loop instability the transfer function from \( w(t) \) to \( r(t) \) is non-minimum phase. This explains the large overshoots in the input. As reported in Fig. 3, the reference governor chooses a non-zero \( \lambda(t) \), i.e., transforms \( w(\cdot) \) into \( r(\cdot) \), only during transients, when constraints would be violated. Moreover, in order to yield the shortest settling-time, it always selects the smallest value for \( \lambda(t) \) compatible with the prescribed constraints.

**Example 2.** We show how the proposed reference governor generates controls practically indistinguishable from those obtained by a receding horizon technique which uses on-line mathematical programming. Consider the linear discrete-time plant

\[ (1-1.7535d+0.8353d^2)y(t) = (0.5830d-0.5013d^2)u(t) \] (15)
obtained by sampling every $T_s = 0.03$ s and zero-order holding the input of the second-order under-damped continuous-time plant

$$y(t) = \frac{1 + 0.12s}{1 + \frac{2\zeta}{\omega_n}s + \frac{\zeta^2}{\omega_n^2}s^2}u(t), \quad \begin{cases} \zeta = 0.3 \\ \omega_n = 10\text{rad/s} \end{cases}$$

(16)

with a constraint on $|\delta u(t)|$. Fig. 4 shows the unit step-response of (16) regulated by a receding horizon control law. At each step $t$ this chooses $\delta u(t) = \delta u(t^*)$, where the finite sequence $\delta u(t+i)_{i=0}^{N}$ minimizes

$$J = \sum_{i=0}^{N} \left[ (y(t+i) - r(t+i))^2 + \rho(|\delta u(t+i)|^2) \right]$$

(17)

with the constraint $|\delta u(t+i)| \leq 0.4 \forall i = 0, 1, N - 1$. Fig. 5 depicts the difference between the sequences $\delta u(\cdot)$, $y(\cdot)$ generated by the PRM strategy (same $\rho, N = 2$) and the one shown in Fig. 3. Fig. 6 also shows the values of $\lambda(t)$ chosen by the reference governor. For the PRM strategy a grid $G = \{0, 1 - \mu, 1 - \mu^n, \ldots, 0.99, \mu^n = 0.4\}$ was chosen. Trying with $\mu = 0.7$, $n_G = 10$ we got qualitatively the same $y(\cdot)$ and $\delta u(\cdot)$, as depicted in

4. Analysis

The aim hereafter is to analyze the 2-DOF control system equipped with the reference governor, and described in the previous sections. To this end, it is convenient to represent the control law (6) in state-space form as follows

$$\delta u(t) = Fx(t) + v(t)$$

(18)

with $v(t)$ the command input. System (2), (5) and (18) can be rewritten as

$$\begin{cases} x(t+1) = \Phi Fx(t) + Gu(t) \\ c(t) = C_Fx(t) + Dv(t) \in C \end{cases}$$

(19)

$$v(t) = \sum_{i=1}^{\infty} u_i r(t-i|t)$$

(20)

where $\Phi_F := \Phi + GF$ is a stability matrix, $C_F := C + DF$, and $c(t) \in R^{d_c}$ the vector to be constrained in the set $C \subseteq R^{d_c}$. If $C = R^{d_c}$, (19)-(20) enjoys the zero-offset property

$$\begin{cases} y_w := Hz_w = w \\ z_w := (I - \Phi_F)^{-1}Gv_w \\ v_w := V(1)w \end{cases}$$

(21)

for every $w \in R$, $V(d)$ is defined in (11). This means that if $y(t) = w$, $\forall t \in Z_+$, the plant output coincides in steady-state with the constant set-point $w$. We define the set $W$ of admissible set-points

$$W := \{w \in R | c_w := C_Fz_w + Dv_w \in C\}$$

(22)
Given a bounded reference sequence \( r(\cdot|t) = r(\cdot|0) =: r(\cdot) \), \( \forall t \in \mathbb{Z}^+ \), we denote by \( e(k, 0, z, r(\cdot)) \), \( k \in \mathbb{Z}^+ \), the vector \( e(k) \) produced by the application of \( r(\cdot) \) to the system (19)-(20) from the state \( z \) at time zero. Then, we define the \( r(\cdot) \)-admissible state set \( X(r(\cdot)) \)

\[
X(r(\cdot)) := \{ z \in \mathbb{R}^{n_x} | e(k, 0, z, r(\cdot)) \in C, \forall k \in \mathbb{Z}^+ \} \tag{23}
\]

Because the maps \( w \mapsto e_w \) and \( x \mapsto \{ e(k, 0, x, r(\cdot)) \}_{k=0}^{\infty} \) are continuous, we have

\[
C \text{ open } \Rightarrow W \text{ and } X(r(\cdot)) \text{ open} \tag{24}
\]

Further,

\[
C \text{ convex } \Rightarrow W \text{ and } X(r(\cdot)) \text{ convex} \tag{25}
\]

\[
C \text{ symmetric } \Rightarrow W \text{ symmetric} \tag{26}
\]

We introduce without proof the following fundamental lemma.

**Lemma 1.** Let \( C \) and \( W \) be bounded, with \( C \) open and convex. Then, given two admissible set-points \( \bar{w} \) and \( \bar{w} \), \( \bar{w} \in W \), there exist \( \lambda \in [0, 1) \) such that the plant can be transferred from the equilibrium state \( x_w \) at time 0 to the equilibrium state \( x_{\bar{w}} \) by driving the system (19)-(20) by the reference trajectory

\[
r_{\lambda}(i) := \lambda^{i+1}\bar{w} + (1 - \lambda^{i+1})w, \quad i \in \mathbb{Z}^+ \tag{27}
\]

or, equivalently, for some \( \lambda \in [0, 1) \) and \( \forall \bar{w}, \bar{w} \in W \), there exist \( \lambda \in [0, 1) \) and \( \epsilon > 0 \) such that

\[
x_{\bar{w}} + \bar{z} \in X(r_{\lambda}(\cdot)), \quad \forall \bar{z} \in \mathbb{R}^{n_x}, \quad \|\bar{z}\| \leq \epsilon \tag{29}
\]

where \( r_{\lambda}(\cdot) \) is as in (27).

**Proof.** By Lemma 1, \( x_{\bar{w}} \in X(r_{\lambda}(\cdot)) \) for some \( \lambda \in [0, 1) \). Since \( C \) open implies that \( X(r(\cdot)) \) open, the conclusion follows as once.

It remains to specify how the "reference to go" \( r(\cdot|t) \) is generated by the reference governor. While in this respect we refer the reader to the specific point discussed in Sect. 2, hereafter we shall adopt the following simplified criterion for selecting \( \lambda(\cdot) \). Let \( w(t) \in W \) be the desired (conditioned) set-point at time \( t \). For \( t, i \in \mathbb{Z}^+ \), set

\[
\Lambda(t) := \{ \lambda \in [0, 1) | x(t) \in X(r_{\lambda}(\cdot)) \} \tag{30}
\]

where \( r_{\lambda}(t+i|t) := \lambda^{i+1}r(t+i|t-1) + (1 - \lambda^{i+1})w(t) \tag{31} \]

Then, take

\[
\lambda(t) = \begin{cases} 
1 & \text{if } \Lambda(t) = \emptyset \\
0 & \text{if } 0 \in \Lambda(t) \\
\lambda \in \Lambda(t) & \text{otherwise}
\end{cases} \tag{32}
\]

and set

\[
r(t+i|t) := r_{\lambda(t)}(t+i) \tag{33}
\]

While this criterion for choosing \( \lambda(t) \) must be further elaborated so as to improve the performance of the control system, nonetheless it suffices to prove next Theorem 1. Before proceding any further, notice that if

\[
x(0) = x_w, \quad w \in W, \quad r(\cdot|1) \equiv w \tag{34}
\]

it follows that, \( \forall t \geq 1, \)

\[
z(0) \in X(r(\cdot|0)) \quad \text{and} \quad x(t) \in X(r(\cdot|t)) \tag{35}
\]

**Theorem 1 (Conditional stability and offset-free behaviour).** Assume that:

(i) \( w(t) \in W, \forall t \in \mathbb{Z}^+ \) (set point conditioning)

(ii) \( z(0) \in X(r(\cdot|0)) \)

(iii) \( \exists \epsilon \geq 0 \) such that \( w(t) = w, \forall t \geq i \).

Then, under the same assumptions as in Lemma 1, and provided that the reference governor action be defined as in (32), there exists a finite time \( \bar{t}, \bar{t} \geq i \), such that \( \lambda(\cdot) = 0 \) or \( r(\cdot|t) \equiv w, \forall t \geq \bar{t} \), and consequently

\[
\lim_{t \to \infty} y(t) = w \tag{36}
\]

**Proof.** Let \( t \geq i \). Consider that \( \lim_{t \to \infty} r(t+1+i|t) = \bar{w} \in \{ w(0), w(1), \ldots, w(t-1) \} \subset W \). Further, \( \forall r \geq t, \quad r(t+i|t) = \lambda^{i+1}(r(t+i|t-1) + (1 - \lambda^{i+1})w) \tag{29} \]

Assume now that \( \lambda(\cdot) = 1, \forall r \geq t \). Consequently, \( \lim_{t \to \infty} r(t+i|t) = \bar{w} \). In turn this implies \( \lim_{t \to \infty} x(t) = x_{\bar{w}} \). Therefore, there exists a finite \( \bar{t} \) such that \( x(\bar{t}) = x_{\bar{w}} + \bar{x} \) with \( \|\bar{x}\| \leq \epsilon \), for any \( \epsilon > 0 \). By Lemma 2, this contradicts the assumption that \( \lambda(\cdot) = 1, \forall r \geq 0 \). Therefore, there is a finite \( \bar{t} \) such that \( \lambda(\cdot) \in [0, 1) \). Then, \( r(t+i|t) = \lambda^{i+1}(r(t+i|t-1) + (1 - \lambda^{i+1})w) = \lambda^{i+1}(r(t+i|t-1) + (1 - \lambda^{i+1})w) \tag{29} \]

Hence, irrespective of \( \lambda(\cdot) \), \( \lambda(\cdot + 2), \ldots, \lim_{t \to \infty} r(t+i|t) = w \). This implies that, as \( t \to \infty \), \( r(t+i|t) = w + \bar{x}(t) \) and \( x(t) = x_{\bar{w}} + \bar{x}(t) \). Consequently \( c(t+i, t, x_{\bar{w}} + \bar{x}(t), w + \bar{w}(t), t) = c(t+i, t, x_{\bar{w}} + \bar{x}(t), w, \bar{w}(t), t) \), where, being \( C \) open, the first term from the condition belongs to \( C \) and the second goes to zero exponentially fast. The conclusion is therefore that there exists a finite time \( \bar{t}, \bar{t} \geq t \), such that \( \lambda(\cdot) = 0, \forall \lambda \geq \bar{t} \).

In practice, instead of the selection rule (30)-(33), another possibility is, as indicated in Sect. 2, to construct the "reference to go" as follows. For \( t, i \in \mathbb{Z}^+ \), set

\[
\Lambda(t) := \{ \lambda \in [0, 1) | x(t) \in X(r_{\lambda}(\cdot|t)) \} \tag{36}
\]

where

\[
r_{\lambda}(t+i|t) := \lambda^{i+1}y(t) + (1 - \lambda^{i+1})w(t) \tag{37}
\]
Then, take
\[ r(t + i|t) = \begin{cases} \frac{r(t + i|t - 1)}{\lambda(t)} & \text{if } \lambda(t) \neq 0 \\ \lambda(t) & \text{otherwise} \end{cases} \] (38)

where \( \lambda(t) \in \Lambda(t) \). Also under this choice, provided that
\[ \pi(0) \in X(r(0)), \]
\( x(t) \in X(r(-|t|)) \). The analysis of the feedback system under the rule (36)–(38) turns out to be less direct and harder than the one in Theorem 1. For the sake of brevity, we shall refrain from embarking ourselves into such an analysis. See [1] and [2] for details.

5. Conclusions.

Set-point conditioning and on-line reference managing schemes can be effective tools for solving feedback control problems in the presence of input and state-dependent constraints. These schemes can be embodied in any feedback control system, provided that model-based predictions of the constrained vector can be carried out within two subsequent sampling times. The specific underlying control law considered in this paper consists of an optimal LQ controller with preview where constraints can be input saturations, input increment saturations, output over/undershoot limitations, etc. Simulation experiments show that the reference governor can operate with no appreciable performance degradation, but substantial savings in computational load, w.r.t. a similar control system embodying a mathematical programming solver. Stability and offset-free properties are established. For the 1-DOF control case, on-line PRM techniques should be compared with the existing techniques [3] and [7].
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