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Abstract
Active-set (AS) methods for quadratic programming (QP) are particularly suitable for real-time optimization, as they provide a high-quality solution in a finite number of iterations. However, they add or remove one constraint at each iteration, which makes them inefficient when the number of constraints and variables grows. Block principal pivoting (BPP) methods perform instead multiple changes in the working set in a single iteration, resulting in a much faster execution time. The infeasible primal–dual method proposed by Kunisch and Rendl (KR) (Kunisch and Rendl, 2003) is a BPP method for box-constrained QP that is particularly attractive when reducing the time for finding an accurate solution is crucial, such as in linear model predictive control (MPC) applications. However, the method is guaranteed to converge only under very restrictive sufficient conditions, and tight bounds on the worst-case complexity are not available. For a given set of box-constrained QP’s that depend on a vector of parameters, such as those that arise in linear MPC, this paper proposes an algorithm that computes offline the exact number of iterations and flops needed by the KR method in the worst-case, and the region of the parameter space for which the method converges or is proved to cycle.

© 2018 Elsevier Ltd. All rights reserved.

1. Introduction

Model predictive control (MPC) is gaining increasing popularity for controlling multivariable systems subject to input and output constraints (Mayne, 2014). In case of linear prediction models, quadratic costs and linear constraints, the MPC control law is obtained by solving a quadratic programming (QP) problem. Guaranteeing that the command input can be always computed within the allocated sampling time is the most challenging task for the implementation of MPC in a control board. Many QP solvers tailored to embedded applications exist in the literature, such as interior-point (Nesterov & Nemirovskii, 1994; Vanderbei, 1999), operator splitting (Patrinos & Bemporad, 2014; Richter, Jones, & Morari, 2012; Stellato, Banjac, Goulart, Bemporad, & Boyd, 2017) and active-set (AS) (Bartlett & Biegler, 2006; Ferreau, Bock, & Diehl, 2008; Gill, Gould, Murray, Saunders, & Wright, 1984; Goldfarb & Idnani, 1983) methods. The small-size QP problems that arise in most embedded MPC applications encourage the use of AS methods, as they usually outperform the others in terms of speed and solution accuracy. The standard AS method makes steps towards the optimal solution by adding (or removing) one violated (or blocking) constraint from the active set at each iteration. This incremental update of the active set becomes inefficient when the number of constraints and optimization variables grows. For this reason, QP solvers based on block principal pivoting (BPP) have been investigated (Bing, Shiji, Wei, & Keyou, 2015; Buchheim & Trieu, 2014; Curtis, Han, & Robinson, 2014; Hungerlnder & Rendl, 2015; Kunisch & Rendl, 2003), allowing multiple changes in the active set at each iteration and drastically reducing the number of iterations. This paper focuses on one of these methods, the primal–dual infeasible method of Kunisch and Rendl (2003), that we refer to as the KR algorithm. This solver is very simple to code and fast to execute to obtain a solution of a box-constrained QP, such as the one arising in linear MPC with input saturation constraints, or in linear MPC based on I/O models in which both inputs and outputs are treated as optimization variables (Saraf & Bemporad, 2017). Algorithm 1 describes the KR method to solve the box-constrained QP

\[
\min_z \frac{1}{2} z'Hz + f'z
\]

s.t. \( s \leq z \leq w \)

where \( z \in \mathbb{R}^n \) is the optimization vector, \( H \in \mathbb{R}^{n \times n} \) is a symmetric positive definite matrix, \( s, w, f \in \mathbb{R}^n \), with \( s_i < w_i, i = 1, \ldots, n \).
Algorithm 1 $z_i$ denotes the $i$th component of $z$, $z^J$ the subvector obtained by collecting the entries $z_i$ for all $i$ in a finite set $I \subseteq \{1, \ldots, n\}$, $A^J, J$ denotes the submatrix obtained by collecting the elements $A_{ij}$ for all $i \in I$ and for all $j \in J$ of a given matrix $A$.

In spite of its strong attractiveness for embedded MPC, the KR method has the main drawback that it can be guaranteed to converge only under very restrictive conditions, and when it converges it is not possible to estimate beforehand an upper bound on the number of iterations it takes. Complexity certification is a key aspect for implementation of MPC requiring on-line QP optimization, especially in embedded applications where it is crucial to guarantee a solution time within a prescribed limit (Necoara, 2015).

To overcome the lack of tight theoretical bounds on computation complexity, in Cimini and Bemporad (2017) we proposed an algorithm to exactly compute the worst-case iterations and flops of a dual AS solver. Regarding BPP methods, no exact complexity certification exists to the best of our knowledge. Indeed, for what concerns the KR algorithm, the authors in Kunisch and Rendl (2003) claimed an experimental complexity of no more than 12 iterations. In Hintermiller, Ito, and Kunisch (2002) the authors prove superlinear convergence of the KR method when the starting point is sufficiently close to the optimal solution, due to the tight relation of BPP methods with semi-smooth Newton methods (Li & Sweeights, 1997; Patrinos, Porasakis, & Sarimveis, 2011). Unfortunately, these results are far to be useful to exactly certify the worst-case execution time of the KR method.

An even more serious issue is the impossibility of guaranteeing convergence of the KR algorithm when solving QPs with more than three variables (Curtis et al., 2014; Gharbia & Gilbert, 2012). Global convergence results, that is convergence from an arbitrary initial guess, have been shown only under the very restrictive assumption that the Hessian matrix of the QP problem is an M-matrix (Hintermiller et al., 2002), or it has diagonal dominance (Kunisch & Rendl, 2003). Safeguards and modifications to the basic KR algorithm have been proposed to safely extend its use to a wider class of problems, however these resulted in slower and/or more complex algorithms (Hungerlinder & Rendl, 2015, 2016).

This paper solves the worst-case complexity and the global convergence issues of the KR algorithm, when solving QP problems that depend on a vector $\theta$ of parameters, similar to those arising in linear MPC. By following an approach close in spirit with the one reported in Cimini and Bemporad (2017) for a dual AS method, we provide an algorithm that splits the set of parameters $\theta$ into polyhedral regions sharing the same number $N$ of iterations required by the solver to compute the solution. Consequently, the largest of such values $N$ provides the exact amount of flops required in the worst-case to solve the given set of QP problems for all possible values of $\theta$ within a set $\Theta$ of interest. This is helpful not only to exactly certify the complexity of the KR algorithm, but also to help the control designer selecting between MPC based on QP or “explicit” MPC (Bemporad, Morari, Dua, & Pistikopoulos, 2002), and between the KR algorithm and the dual active-set method certified in Cimini and Bemporad (2017), by comparing the requirements in terms of memory and speed. Moreover, the proposed method establishes if the KR algorithm converges for all $\theta \in \Theta$ without any restrictions on the Hessian matrix $H$ other than positive definiteness, or identifies polyhedral subsets of $\Theta$ where the KR algorithm cycles. The possibility to add or drop multiple constraints at a time, and to iterate a possible primal and dual infeasible solution, makes the theoretical analysis completely different with respect to solvers that can add only one constraint at a time, and which iterate by maintaining either primal or dual feasibility at intermediate iterations, such as Cimini and Bemporad (2017). Moreover, contrary to Cimini and Bemporad (2017), this algorithm solves the lack of convergence guarantee of the QP solver and takes into account implementation details directly in the convergence analysis, such as primal and dual feasibility tolerances.

The rest of the paper is organized as follows. After detailing the KR algorithm in Section 2, Section 3 presents the certification algorithm. Section 4 shows the application of our approach to MPC problems, and Section 5 concludes the paper.

2. KR algorithm

In this section we describe in detail the KR Algorithm 1 when applied to solve the parameter-dependent box-constrained QP problem

$$\min \frac{1}{2} z^T H z + (F \theta + f)^T z$$

s.t. $S \theta + s \leq z \leq W \theta + w$  \hspace{1cm} (2)

where $\theta \in \mathbb{R}^n$ is a parameter vector within a given polyhedral set $\Theta = \{ \theta \in \mathbb{R}^n \mid E_{ij} \leq \theta \}$ of interest, $E_{ij}, E_{i}$ are matrices of appropriate dimensions, $F \in \mathbb{R}^{m \times n}$ is a given matrix, $S \in \mathbb{R}^{m \times n}$, and $S \theta + s \leq W \theta + w$, for all $\theta \in \Theta$ and $i = 1, \ldots, n$, with $S_i$ denoting the $i$th row of matrix $S$. In Algorithm 1, $\kappa = \{ 1, \ldots, n \}$ denotes the set of indices corresponding to the $n$ optimization variables, and $f$ is substituted by $F \theta + f$, $s$ by $S \theta + s$, and $w$ by $W \theta + w$ when solving (2) for a given $\theta \in \Theta$. In Algorithm 1 we have introduced Step 6 to detect possible “cycling” conditions, under which the algorithm fails in finding a solution, and made an explicit reference to the tolerance $\epsilon$ used in recognizing violation of primal and dual feasibility.

**Definition 1.** Given the QP problem (2) and an intermediate solution $\bar{z} \in \mathbb{R}^n$, the lower constraint $S \bar{\theta} + \bar{s} \leq \bar{z}$ is active at $\bar{z}$ if the equality $S \bar{\theta} + \bar{s} = \bar{z}$ holds, otherwise it is inactive. Similarly, the upper constraint $W \bar{\theta} + \bar{w} \geq \bar{z}$ is active at $\bar{z}$ if $W \bar{\theta} + \bar{w} = \bar{z}$ holds, otherwise it is inactive.

**Definition 2.** Given the QP problem (2) and the intermediate primal solution $\bar{z} \in \mathbb{R}^n$, the lower active set $\mathcal{L}(\bar{z})$ and the upper active set $\mathcal{U}(\bar{z})$ are defined as:

$$\mathcal{L}(\bar{z}) = \{ i \in \kappa \mid \bar{z} = S_i \bar{\theta} + S_i \}$$

$$\mathcal{U}(\bar{z}) = \{ i \in \kappa \mid \bar{z} = W_i \bar{\theta} + w_i \}$$

where $\mathcal{L}(\bar{z}) \cap \mathcal{U}(\bar{z}) = \emptyset$ by construction. Accordingly, $A(\bar{z}) = \mathcal{L}(\bar{z}) \cup \mathcal{U}(\bar{z})$ is defined as the active set.
Definition 3. Given the QP problem (2), the intermediate primal solution $\bar{z} \in \mathbb{R}^n$ and the sets of lower and upper active constraints (3), $\mathcal{I}(\bar{z})$ is the inactive set

$$\mathcal{I}(\bar{z}) = \{ i \in \mathcal{K} | \bar{z}_i \notin S_\theta + S_i, \bar{z}_i \notin W_\theta + W_i \}$$

(4)

or equivalently $\mathcal{I}(\bar{z}) = \mathcal{K} \setminus \mathcal{A}(\bar{z})$.

The Karush–Kuhn–Tucker (KKT) optimality conditions associated with problem (2) are

$$Hz + F\theta + f + \alpha + \beta = 0$$

(5a)

$$z_i - S_\theta - s_i \geq 0, \quad z_i - W_\theta - w_i \leq 0$$

(5b)

$$\alpha(z_i - S_\theta - s_i) = 0, \quad \beta(z_i - W_\theta - w_i) = 0$$

(5c)

$$\alpha_i \leq 0, \quad \beta_i \geq 0, \quad i = 1, \ldots, n$$

(5d)

where $\alpha \in \mathbb{R}^n$ and $\beta \in \mathbb{R}^n$ are the Lagrange multipliers for the lower and the upper bounds, respectively. As $\alpha_i \beta_i = 0$ due to the assumption that $S_\theta + s_i < W_\theta + w_i, \forall \theta \in \Theta$ and $i = 1, \ldots, n$, we define $\pi = \alpha + \beta$ and rewrite (5) in the equivalent form

$$Hz + F\theta + f + \pi = 0$$

(6a)

$$z_i - S_\theta - s_i \geq 0, \quad z_i - W_\theta - w_i \leq 0$$

(6b)

$$\min(\pi_i, 0)(z_i - S_\theta - s_i) = 0$$

(6c)

$$\max(\pi_i, 0)(z_i - W_\theta - w_i) = 0, \quad i = 1, \ldots, n$$

(6d)

which is simpler to handle, requiring the use of a single vector $\pi$ of dual variables. For given active sets $\mathcal{L}, \mathcal{U}$, by (6) we have

$$z_\mathcal{L} = S_\theta \mathcal{L} + S_\mathcal{L}$$

(7a)

$$z_\mathcal{U} = W_\theta \mathcal{U} + W_\mathcal{U}$$

(7b)

$$\pi_\mathcal{I} = 0$$

(7c)

where $\mathcal{L}$ defines the submatrix obtained by collecting the rows $S_i$ for all $i \in \mathcal{L}$ of a given matrix $S$. By expanding (6a) to

$$\begin{bmatrix} H_{A,A} & H_{A,U} \\ H_{U,A} & H_{U,U} \end{bmatrix} \begin{bmatrix} z_A \\ z_U \end{bmatrix} + \begin{bmatrix} F_A \theta + f_A \\ F_U \theta + f_U \end{bmatrix} + \begin{bmatrix} \pi_A \\ \pi_U \end{bmatrix} = 0$$

(8)

with $H_{L,L}$ invertible being a principal submatrix of a positive definite matrix, from (7c)–(8) we get

$$z_\mathcal{L} = -H^{-1}_{\mathcal{L}}(F_\mathcal{L} \theta + f_\mathcal{L} + H_{\mathcal{L},\mathcal{A}})$$

(9a)

$$\pi_\mathcal{L} = -F_\mathcal{L} \theta - f_\mathcal{L} - H_{\mathcal{L},z}$$

(9b)

Starting from an arbitrary initial guess of the active set $A^0 = L^0 \cup U^0$, Algorithm 1 iteratively solves the KKT-conditions (6) until the optimal active set $A^*$ is found. At each iteration all the violated constraints on primal and dual variables are added to the current active set, therefore allowing for multiple changes, see Step 4.

Contrary to most active-set methods, in Algorithm 1 any initial guess for $L^0$ and $U^0$ can be used, as long as it satisfies the condition $L^0 \cup U^0 = \emptyset$. Experimental evidence shows that the number of iterations is affected only marginally by the initial guess (Hungerlander & Rendl, 2015; Kunisch & Rendl, 2003). For this reason, we assume in this paper to always start with $L^0 \cup U^0 = \mathcal{K}$, so as to avoid solving the linear system (9a) at the first iteration, which is the most costly operation of the KR algorithm.

While extensive experimental results reported in Gharbia and Gilbert (2012), Hintermiller et al. (2002), Hungerlander and Rendl (2015) and Kunisch and Rendl (2003) show promising performance of the KR algorithm, its global convergence cannot be guaranteed, as demonstrated in Gharbia and Gilbert (2012), unless sufficient conditions on the problems are imposed (Hintermiller et al., 2002; Kunisch & Rendl, 2003). We recall such conditions in the following proposition.

Proposition 1. Consider the QP problem (2) and let $\lambda_{\max}(H)$ and $\lambda_{\min}(H)$ be respectively the smallest and the largest eigenvalues of $H$, with $\lambda_{\max}(H) > 0$. Define $v = \arg \max \{ ||H_{N_i}^{\mathcal{K}, \mathcal{K}}|| : N_i \in \mathcal{K} \setminus \{ \emptyset, \mathcal{K} \} \}$, where $\mathcal{K}$ denotes the powerset of $\mathcal{K}$ and $||H||$ the $\ell^2$-norm of $H$. Let $D = \text{diag}(H)$ be the diagonal matrix collecting the diagonal elements $h_{ii}$ of $H$. Define $h_{\max} = \min_{i,k} (h_{ii})$ and $r = ||D - H||$. Then, Algorithm 1 is guaranteed to converge globally in a finite number steps if at least one of the following sufficient conditions holds:

$$\begin{align*}
(C_1) & \quad \frac{\lambda_{\max}(H)}{\lambda_{\min}(H)} < \left( \frac{\lambda_{\min}(H)}{r} \right)^2 - 1; \\
(C_2) & \quad \frac{\lambda_{\max}(H)}{\lambda_{\min}(H)} < \frac{\lambda_{\min}(H)}{r} - 1; \\
(C_3) & \quad H \text{ is an } M\text{-matrix, that is } H_{ij} \leq 0, \text{ Re}(\lambda(H)) \geq 0, \forall i,j = 1, \ldots, n, i \neq j, \text{ with Re}(\lambda) the real part of } \lambda.
\end{align*}$$

The conditions of Proposition 1 are restrictive for problems coming from MPC formulations, as rarely the Hessian matrix is diagonally dominant. Moreover, even though the convergence proof in Proposition 1 does not depend on assumptions on strict complementarity, the algorithm is always implemented by considering the small tolerance $\epsilon$ for checking primal and dual feasibility, as described in Algorithm 1, which makes strict complementarity a necessary condition for Proposition 1 to hold. Despite the unavailability of a convergence proof, experiments on a large set of contrived problems show that the KR algorithm often converges even when the conditions in Proposition 1 do not hold, and when strict complementarity is not verified (Hungerlander & Rendl, 2015; Kunisch & Rendl, 2003). In the next section we solve the question on whether the KR algorithm converges (or cycles), given the implementation in Algorithm 1, and estimate tightly how many iterations $N$ it takes when it does, so that it can be safely and effectively used in embedded applications.

3. Complexity certification of KR algorithm

We want to characterize the parametric behavior of Algorithm 1 when $f$ is replaced by $F\theta + f$, $s$ by $S\theta + s$, and $w$ by $W\theta + w$. To this end we define the functions $z^2, \pi^2 : \mathbb{R}^n \rightarrow \mathbb{R}^n$ such that $z^2(\theta), \pi^2(\theta)$ are the values of $z^2, \pi^2$, respectively, generated by the algorithm for a given $\theta$ at the $j$th iteration. Similarly, we define $z^\ast, \pi^\ast : \mathbb{R} \rightarrow [0, +\infty]$ the optimal primal and dual solutions (within the feasibility tolerance $\epsilon$) determined by the algorithm, where we set $z^\ast(\theta) = \pi^\ast(\theta) = +\infty$ for all $i = 1, \ldots, n$ in case of cycling. We first introduce the following definitions (cf. Cimini & Bemporad, 2017).

Definition 4. Given a polyhedron $\Theta \subseteq \mathbb{R}^n$, the collection of sets $(\Theta_1, \ldots, \Theta_t)$ is a polyhedral partition of $\Theta$ if $\Theta_i$ is a polyhedron, $\Theta_i \subseteq \mathbb{R}^n, \forall i = 1, \ldots, s, \cup_{i=1}^t \Theta_i = \Theta$, and $\Theta_i \cap \Theta_j = \emptyset, \forall i, j = 1, \ldots, s, i \neq j$, where $\Theta_i$ denotes the interior of $\Theta_i$.

Definition 5. A function $n : \Theta \rightarrow \mathbb{N}, \Theta \subseteq \mathbb{R}^n$, is integer piecewise constant (IPWC) if there exist a polyhedral partition $\Theta_1, \ldots, \Theta_t$ of $\Theta$ and a function $\sigma : \mathbb{Z}^{2(t-1)} \setminus \emptyset \rightarrow \{1, \ldots, s\}$, where $2(t-1)$ is the powerset of $\{1, \ldots, s\}$, such that

$$n(\theta) = \sigma(\mathcal{J}(\theta))$$

for all $\theta \in \Theta$, with $\sigma(\emptyset) = i$, for all $i = 1, \ldots, s$.

Note that the selection function $\sigma$ in (10) avoids possible multiple definition of $n(\theta)$ on overlapping boundaries $\Theta_i \cap \Theta_j \neq \emptyset$.

Definition 6. A function $\gamma : \Theta \rightarrow \mathbb{R}^n, \Theta \subseteq \mathbb{R}^n$, is piecewise affine (PWA) if there exists an IPWC function $n : \Theta \rightarrow \{n_1, \ldots, n_s\}$
defined over a polyhedral partition \( \Theta_1, \ldots, \Theta_n \) of \( \Theta \) and \( s \) pairs \((G_i, g_i), G_i \in \mathbb{R}^{m_i}, g_i \in \mathbb{R}^n, i \in \{1, \ldots, n\} \), such that

\[
\gamma(\theta) = G_{n(\theta)} + g_{n(\theta)}(11)
\]

for all \( \theta \in \Theta \). It is said piecewise constant if \( G_i \equiv 0, \forall i \in \{1, \ldots, n\} \).

The following Lemma 1 characterizes the generic iterate \( j \) of the certification algorithm.

**Lemma 1.** Let \( \Theta \) be a polyhedron, \( \Theta \subseteq \mathbb{R}^m \), and let \( \ell', t' \subseteq \mathbb{R}^n \) such that \( \ell' \cap t' = \emptyset \). Then

(i) \( z(\theta), \pi(\theta) \) defined by Step 3 of Algorithm 1 are affine functions of \( \theta \).

(ii) For all combinations \( \tilde{L}, \tilde{U} \subseteq \mathbb{K} \) such that \( \tilde{L} \cap \tilde{U} = \emptyset \) the closure \( \overline{\Omega}(\tilde{L}, \tilde{U}) \) of the corresponding set \( \Omega(\tilde{L}, \tilde{U}) \equiv \{ \theta \in \Theta \mid \ell + \theta \cap \tilde{U} = \emptyset \} \) with \( \overline{\Omega}(\tilde{L}, \tilde{U}) \) defined by Step 4 of Algorithm 1 is a (possibly empty) polyhedron.

(iii) The collection of all nonempty closed polyhedra \( \{\overline{\Omega}(\tilde{L}, \tilde{U}) \} \) is a polyhedral partition of \( \Theta \).

(iv) \( z^{i+1}, \pi^{i+1} : \Theta \rightarrow \mathbb{R}^n \) are piecewise affine functions of \( \theta \).

**Proof.** (i) The fact that \( z(\theta) = A\theta + b, \pi(\theta) = \lambda \theta \) is immediate follows from the way they are defined by Step 3 of Algorithm 1. In particular \( z(\theta) \) is a polyhedron defined as

\[
\{ \theta \in \Theta : z_i(\theta) = \sum_{j=1}^s S_{ij} + S_{ij} \theta \}
\]

where \( S_{ij} \) are matrices and \( \theta \) is a vector. Consequently, \( z(\theta) \) is a polyhedron.

(ii) For all \( \tilde{L}, \tilde{U} \subseteq \mathbb{K} \) such that \( \tilde{L} \cap \tilde{U} = \emptyset \) the closure \( \overline{\Omega}(\tilde{L}, \tilde{U}) \) of the corresponding set \( \Omega(\tilde{L}, \tilde{U}) \equiv \{ \theta \in \Theta \mid \ell + \theta \cap \tilde{U} = \emptyset \} \) with \( \overline{\Omega}(\tilde{L}, \tilde{U}) \) defined by Step 4 of Algorithm 1 is a (possibly empty) polyhedron.

(iii) The collection of all nonempty closed polyhedra \( \{\overline{\Omega}(\tilde{L}, \tilde{U}) \} \) is a polyhedral partition of \( \Theta \).

(iv) \( z^{i+1}, \pi^{i+1} : \Theta \rightarrow \mathbb{R}^n \) are piecewise affine functions of \( \theta \).

**3.1. Algorithm for complexity certification**

Let \( \Theta \subseteq \mathbb{R}^m \) be the set of parameters of interest for which we want to analyze problem (2). We present a recursive algorithm that analyzes the behavior of the KR solver in a parametric way. The idea is to apply recursively Lemma 1 on each nonempty set \( \overline{\Omega}(\tilde{L}, \tilde{U}) \) generated as in (12). We start with \( \Theta = \Theta \) and initial combinations \( \ell', t' \). At the next recursion, Lemma 1 is applied with \( \Theta = \overline{\Omega}(\tilde{L}, \tilde{U}) \) and \( \ell', t' \). Since the KR currently analyzed, \( \ell, t \) keep the current combination of \( \ell', t' \). \( N \) is the number of recursions performed to get such \( \Theta, \ell', t' \). As \( \mathcal{A} = \{3^i, 4^j\} \) denotes the collection of lower and upper active-set pairs considered during the preceding \( N - 1 \) recursions.

**Lemma 2.** Under the hypothesis of Lemma 1, the following holds:

(i) If \( \overline{\Omega}(\tilde{L}, \tilde{U}) \neq \emptyset \) and \( \overline{\Omega}(\tilde{L}, \tilde{U}) = (3^h, 4^j) \) for some past recursion \( h \) then Algorithm 1 cycles for all \( \theta \in \overline{\Omega}(\tilde{L}, \tilde{U}) \).

(ii) If \( \overline{\Omega}(\tilde{L}, \tilde{U}) = \emptyset \) for all \( L, U \subseteq \mathbb{K} \) such that \( \tilde{L} \cap \tilde{U} = \emptyset \), then \( z^*(\theta) = z(\theta) \) and \( \pi^*(\theta) = \pi(\theta) \), \( \forall \theta \in \Theta \).

**Proof.** Property (i) trivially follows from Step 6, (ii) from Step 5.
Algorithm 2 Certification of the KR algorithm

Input: \( H, F, f, S, s, W, w \) defining problem (2), polyhedron \( \Theta \) of parameters, initial active-set guess \( L^0, t^0 \).

1. \( T \leftarrow \emptyset, \hat{T} \leftarrow \emptyset; \)
2. execute analyze\((\Theta, L^0, t^0, \emptyset, 0, 1)\);
3. end.

4. procedure analyze\((\bar{\Theta}, \bar{L}, t^\ell, \bar{A}, \Phi, j)\)
   4.1. \( A \leftarrow \bar{L} \cup \bar{t}^\ell, I \leftarrow \mathcal{K} \setminus A; \)
   4.2. \( A|_{\bar{L}} \leftarrow S|_{\bar{L}}, a_{\bar{L}} \leftarrow s|_{\bar{L}}; \)
   4.3. \( A_{\bar{t}^\ell} \leftarrow W_{\bar{t}^\ell}, \bar{a}_{\bar{t}^\ell} \leftarrow w_{\bar{t}^\ell}; \)
   4.4.\( \bar{A} \leftarrow -H_{X,A}^{-1}(F_{X} + H_{X,A}A_{\bar{t}^\ell}); \)
   4.5.\( \bar{b}_{\bar{A}t^\ell} \leftarrow \bar{b}_{\bar{L}t^\ell} = 0; \)
   4.6.\( \bar{b}_{\bar{A}L} \leftarrow -F_{A} - H_{A,K}a; \)
   4.7. end

Output: list \( T \) of optimal tuples, list \( \hat{T} \) of tuples where the algorithm cycles.

Theorem 1. Consider the QP problem (2) with \( \theta \in \Theta \) and let \( T, \hat{T} \) be the lists of leaf tuples generated by Algorithm 2, then the following properties are verified:

(i) Algorithm 1 converges for all \( \theta \in \Theta \) if and only if \( \hat{T} = \emptyset \). Otherwise, Algorithm 1 cycles for all \( \theta \in \Theta \) such that \( \theta \in \Theta \) for some \( (\bar{\Theta}, \bar{L}, \bar{t}^\ell, \Phi, j) \) in \( T \) and \( \hat{T} \). Then Algorithm 1 terminates after executing exactly \( n_{KR} = \Phi(T) \) flops.

Proof. (i) Since \( T \) and \( \hat{T} \) are finite sets, and \( N(T), \Phi(T) \) are bounded for all \( T \in T \cup \hat{T} \), the maxima in (13) exist. (ii) trivially follows from the definition of \( T \). (iii) trivially follows from the definition of \( \Phi(T) \) and Step 4.3 of Algorithm 2.

The number of flops \( \varphi(T, t^\ell) \) at a given iteration depends on the particular way the linear system (9) is solved in Algorithm 1. In our implementation, we use the LDL\(^T\) decomposition of \( H_{X,X} \). Contrary to active-set methods, in which the active-set changes incrementally, in the block-pivoting Algorithm 1 recursive updates of the LDL\(^T\) factorization (Bemporad, 2016; Nocedal & Wright, 1999) may be less efficient than batch factorizations, as the set \( T \) may completely change between two consecutive iterations. For this reason we opted for an implementation where the factorization is computed from scratch at each iteration, which also favors the numerical stability of the algorithm.

Algorithm 2 takes into account the specific value of the feasibility threshold \( \epsilon \), allowing one to certify convergence and quantify exactly the number of flops in the real case of using tolerances in the implementation. Usually \( \epsilon \) is an arbitrary small number, but one can exploit the certification algorithm to also tune \( \epsilon \) so to be as small as possible without incurring in cycling conditions.

As a final remark, besides certifying the convergence and computational complexity of the KR solver, Algorithm 2 also provides as a by-product the multiparametric solution of problem (2) (Bemporad, 2015; Bemporad et al., 2002). In fact, this can be immediately obtained by taking all the tuples \( T \in T \) and collect the corresponding polyhedra \( \bar{\Theta} \) with the associated matrices \( A, a, b, b \) and active sets \( \bar{L}, \bar{t}^\ell \).

4. Examples

We apply the complexity certification of the KR algorithm to different QP problems. We first show the results regarding three benchmark MPC problems, taken from the Model Predictive Control Toolbox for MATLAB\textsuperscript{®} (Bemporad, Morari, & Ricker, 2014) demos library. Secondly, we deal with the problem of global convergence of the KR algorithm, showing the certification of a toy QP problem where the KR algorithm is known to fail.

4.1. Complexity certification for MPC problems

In MPC based on a linear time-invariant (LTI) prediction model, quadratic cost function, and saturation constraints on inputs, one needs to solve an optimal control problem of the following form

\[
\min_{u} \sum_{i=1}^{N_p} \| W_{i} (y_{i+k} - r(k)) \|_{2}^{2} + \sum_{h=0}^{N_{u}-1} \| W_{u} (u_{k+h} - u_{r,k}) \|_{2}^{2} + \| W_{du} \Delta u_{k+h} \|_{2}^{2}
\]

\[
\text{s.t. } x_{k+i+1} = A_{k+i} x_{k+i} + B_{u} u_{k+i} + B_{d} d(k)
\]

\[
x_{k+i} = \hat{x}(k)
\]

\[
y_{k+i} = C_{k+i} x_{k+i}
\]

\[
0 \leq u_{k+h} \leq \max(k)
\]

\[
i = 0, \ldots, N_{p} - 1, \; h = 0, \ldots, N_{u} - 1
\]
where \( x \in \mathbb{R}^n \) is the state vector, \( \dot{x}(k) \) is the estimate of \( x \) at time \( k \), \( u \in \mathbb{R}^m \) is the input vector, \( y \in \mathbb{R}^p \) is the output vector, \( d \in \mathbb{R}^q \) is the vector of measured disturbances, \( r \in \mathbb{R}^p \) the output reference, \( u_i \in \mathbb{R}^m \) the input reference, \( A \in \mathbb{R}^{n \times n} \), \( B_u \in \mathbb{R}^{n \times n} \), \( B_d \in \mathbb{R}^{n \times n} \) and \( C \in \mathbb{R}^{p \times n} \) are the state-space matrices, \( N_p \) is the prediction horizon, \( N_u \) is the control horizon, \( W_f \), \( W_{d} \), and \( W_{du} \) are square weight matrices, \( x_{k+1} \) denotes the prediction of the variable \( x \) at time \( k+1 \) based on the information available at time \( k \), \( u_{k+1} = u_{k+1} - u_{k+1} \) is the vector of the input increments, with \( u_{k+1} = u(k - 1) \), and \( u_{\text{min}}(k), u_{\text{max}}(k) \) are lower and upper bounds on the input signal imposed at time \( k \). Problem (14) can be cast as a box-constrained QP as in (1), with \( \theta = [\dot{x}(k)^r u(k)^r d(k)^r u(k-1)^r u_{\text{max}}(k)^r u_{\text{max}}(k)^r] \), \( z = [u_{k+1} \ldots u_{k+1}] \) and \( m \) the total number of imposed constraints.

In the following examples we assume that \( u_{\text{min}}(k), u_{\text{max}}(k), u(k) \) are constant with respect to time \( k \), and correspondingly treat \( \theta(k) = [x(k)^r u(k-1)^r r(k)^r d(k)]^r \) as the parameter vector at time \( k \), with

\[
\Theta = \left\{ \theta \in \mathbb{R}^{m \times n} \mid \begin{bmatrix} x^r \\ u^r \\ r^r \\ d^r \end{bmatrix} \leq \theta \leq \begin{bmatrix} x^r \\ u^r \\ r^r \\ d^r \end{bmatrix} \right\} \tag{15}
\]

defining the range of interest for \( \theta(k) \). Table 1 collects the dimensions of three MPC problems taken from the MPC Toolbox for MATLAB\(^\text{\textregistered}\) (we consider in our analysis), that we describe in more detail in the following paragraphs. These examples well represent the dimensions of QPs typically found in real-time embedded control problems.

The first MPC problem is about regulating a single-input-single-output double-integrator under input saturation. The prediction model, weights, constraints and range of parameters for this problem are:

\[
x_{k+1} = \begin{bmatrix} 1 & 0 \\ 0.1 & 1 \end{bmatrix} x_k + \begin{bmatrix} 0.1 \\ 0.005 \end{bmatrix} u_k, \ y_k = [0 \ 1] x_k
\]

\[
W_{du} = 0.1, \ W_f = 1, \ -1 \leq u \leq 1,
\]

\[
u^r = -1, \ x^r = [-4 \ -4]^r, \ r^r = -2,
\]

\[
u^r = 1, x^r = [4 \ 4]^r, \ r^r = 2.
\]

The second problem regards the regulation of an inverted pendulum on a cart, which is a single-input-multi-output system with one measured disturbance and input constraints. The problem specifications are:

\[
x_{k+1} = \begin{bmatrix} 1 & 9.52e-3 & 4.74e-4 & 1.59e-6 & 6.80e-9 \\ 0 & 0.9048 & 0.0934 & 4.74e-4 & 3.19e-6 \\ 0 & -9.67e-4 & 1.0119 & 0.0100 & 0.0001 \\ 0 & -0.1905 & 0.3832 & 1.0119 & 0.0200 \\ 0 & 0 & 0 & 0 & 0 \end{bmatrix} x_k
\]

\[
+ \begin{bmatrix} 2.42e-6 \\ 4.76e-6 \\ 4.84e-6 \\ 9.52e-4 \\ 0 \end{bmatrix} u_k + \begin{bmatrix} 8.02e-09 \\ 3.9e-06 \\ 0.0001 \\ 0.0200 \\ 0 \end{bmatrix} d_k \tag{17}
\]

\[
y_k = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{bmatrix} x_k, \ W_{du} = 1, \ W_f = \begin{bmatrix} 1.2 \\ 0 \\ 0 \end{bmatrix}
\]

\[-10 \leq u \leq 10, \ u^r = -10, \ x^r = [-20 \ -20 \ -20 \ -20 \ -20]^r
\]

\[r^r = -20, u^r = 10, x^r = [20 \ 20 \ 20 \ 20 \ 20]^r, \ r^r = 20
\]

Table 1: Dimensions of MPC problems.

<table>
<thead>
<tr>
<th></th>
<th>Double integrator (16)</th>
<th>Inverted pendulum (17)</th>
<th>Nonlinear demo (18)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n_i )</td>
<td>3</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>( n_p )</td>
<td>1</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>( n_u )</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>( N_p )</td>
<td>10</td>
<td>50</td>
<td>5</td>
</tr>
<tr>
<td>( N_u )</td>
<td>3</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>( n )</td>
<td>3</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>( m )</td>
<td>4</td>
<td>8</td>
<td>10</td>
</tr>
</tbody>
</table>

The last one is the nonlinear demo, where a linear MPC controller regulates a multi-input-multi-output nonlinear system based on the following linear prediction model

\[
x_{k+1} = \begin{bmatrix} 0.8187 & 0.1474 & 0.6550 & -0.1637 & 0.0489 & 0.4878 \\ 0.01637 & 0.1637 & 0.9825 & 3.43e-3 & 0.0523 & 0 \\ 0 & 0 & 0 & 0.8013 & -0.1801 & 0 \end{bmatrix} x_k + \begin{bmatrix} 0.1813 \\ 0.0163 \\ 0.0105 \\ 0 \\ 0 \\ 0 \end{bmatrix} u_k, \ y_k = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 \\ 1 & 0 & 1 & 2 & 0 & 0 \end{bmatrix} x_k \tag{18}
\]

\[W_{du} = \text{diag}([0.1 \ 0.1 \ 0.1]), \ W_f = \text{diag}([11])
\]

\[a \leq b \leq c, \ u^r = [-3 \ -2 \ -2]^r
\]

\[x^r = [-0.5 \ -0.5 \ -0.5 \ -0.5 \ -0.5]^r, \ r^r = [0 \ 0]^r
\]

\[u^r = [3 \ 2 \ 2]^r, \ x^r = [2 \ 1 \ 1 \ 1]^r, \ r^r = [1.2 \ 1.2]^r
\]

where \( \text{diag}(v) \) is the diagonal matrix whose \( (i, i) \)th entry is \( v_i \).

Table 2 shows that although all the three sufficient conditions \( C_1, C_2 \) and \( C_3 \) in Proposition 1 are violated (\( x \)) for all MPC problems, Algorithm 2 and Theorem 1 still prove that the KR solver can be safely applied (\( x \)), as the condition \( \tilde{T} = \emptyset \) is verified in all three examples for the given sets \( \Theta \).

Fig. 1 clarifies how the certification algorithm works, showing the projection of the polyhedra associated with the optimal tuples \( \{T_i \in T, i = 1, \ldots, \#T\} \) obtained by running Algorithm 2. In Fig. 1 the same color is used for polyhedral regions where the KR algorithm returns the optimal solution \( z^* \) in the same number \( N(T) \) of iterations.

The proposed algorithm also allows us to collect in Table 3 the worst-case computation complexity, in terms of the worst-case number \( N_{\text{max}}^\text{KR} \) of iterations, memory occupancy \( m_{\text{KR}} \) in single and double precision arithmetic, the worst-case number \( m_{\text{max}}^\text{KR} \) of flops, and the time \( T_{\text{max}} \) required to certify the problem on a 2.5 GHz Intel\(^\text{\textregistered}\) Core i7-4710MQ CPU. In the table we have added the certification results for the well known Goldfarb--Idnani (GI) dual active set solver (Goldfarb & Idnani, 1983), which solves efficiently QP problems with general constraints and iterates the primal solution by adding/removing one violated/blocking constraint at each iteration. The complexity certification algorithm for the GI solver has been proposed by the authors in Cimini and Bemporad (2017).

Regarding the GI solver, we have collected the single and double precision memory occupancy \( m_{\text{GI}} \), the worst-case number of flops

<table>
<thead>
<tr>
<th></th>
<th>Double integrator</th>
<th>Inverted pendulum</th>
<th>Nonlinear demo</th>
</tr>
</thead>
<tbody>
<tr>
<td>( c_1 )</td>
<td>( x )</td>
<td>( x )</td>
<td>( x )</td>
</tr>
<tr>
<td>( c_2 )</td>
<td>( x )</td>
<td>( x )</td>
<td>( x )</td>
</tr>
<tr>
<td>( c_3 )</td>
<td>( x )</td>
<td>( x )</td>
<td>( x )</td>
</tr>
<tr>
<td>Algorithm 2</td>
<td>( x )</td>
<td>( x )</td>
<td>( x )</td>
</tr>
</tbody>
</table>
n_{\text{max}}\) and the pair \((N^a, N^d)_{\text{max}}\), which is the maximum number of iterations corresponding to the worst-case execution time, with \(N^a\) the number of iterations where one constraint is added, and \(N^d\) the number of iterations where a constraint is removed. Even though the GI algorithm has been shown to be an ideal candidate for embedded optimization (Cimini & Bemporad, 2017), the KR solver has the advantage to be usually faster, thanks to the ability to add multiple constraints simultaneously, more memory efficient, and simpler to code, which translates into an easier formal verification of the code. Moreover, KR converges regardless of the initial guess of the active set, which makes the implementation of possible warm-starting strategies straightforward, contrary to GI. 

Table 3 shows also the features of the corresponding multiparametric solution for each problem, namely the number of regions \(n_r\), the memory occupancy \(m_{\text{exp}}\) in single and double precision, and the worst-case number of flops \(n_{\text{exp}}\) to evaluate the explicit MPC solution.

For both explicit and implicit MPC, the memory occupancy considers both the data and the size of the C-code evaluating the control law, which is less than 1 kB for explicit MPC, 2.6 kB and 7.7 kB for the KR and GI algorithms in our implementation, respectively. In the case of explicit MPC, the point location algorithm to identify the region the current \(\theta(k)\) belongs to can be implemented in different ways. Here the number of flops and the memory occupancy refer to the efficient implementation presented in Baotić, Borrelli, Bemporad, and Morari (2008, Algorithm 4), for which details on the computational load can be found in Cimini and Bemporad (2017, Section V.C).

As a result, the complexity certification algorithm eases the integration of an MPC controller into an embedded system, by verifying that the KR method converges for all \(\theta(k)\) \(\in \Theta\) and providing means to exactly assess which is the best solver for the particular application at hand. In fact, it accounts for the most favorable memory/flops trade-off given a specific problem, instead of determining it heuristically by massive simulations. For instance, the KR solver not only converges for all the problems considered here, but it is shown to be always faster and more memory efficient than GI algorithm. In the nonlinear demo for example, KR is 18\% faster in the worst-case and requires about 60\% less memory for a double precision implementation. Explicit MPC is the best approach in terms of speed only for the double integrator example, which is the smallest control problem, requiring 33\% less flops in the worst-case with respect to KR, even though the memory requirement is more than twice the one of KR in double precision.

We then provide a benchmark in Table 4 regarding the performance of KR and GI algorithms on the inverted pendulum problem for different values of control horizon \(N_u\) from 5 up to 12. This shows how the two algorithms scale in complexity with increasing problem dimension. For all the eight QP problems analyzed in this test, the KR solver is proven to always converge and the results show how it gets more efficient when the QP dimensions increase. In fact, by comparing the smaller and the larger problems, namely \(N_u = 5\) and \(N_u = 12\), KR requires respectively 24\% and 55\% less flops than GI in the worst-case. On the other hand, the memory improvement slightly decreases from 61\% to 56\% due to the larger impact the size of the code has on smaller problems.

Table 4 offers also a mean of comparing the computational complexity of the certification algorithm itself by showing the offline time \(t_{\text{KR}}\) needed to certify each problem. Algorithm 2 operates by recursively partitioning \(\Theta\) into polyhedra, and therefore it is highly affected by the problem dimension. In the presented examples the total time needed to certify the QP problem ranges from 10.82 s to 892.35 s, therefore its applicability is limited to MPC problems of moderate size, typical of embedded control, which are the ones that most benefit from the results obtained by complexity certification.

### 4.2. Certification of non-convergence

In this section, the certification algorithm is applied to an optimization problem where the KR algorithm is known to cycle, that is the QP problem reported in Curtis et al. (2014, Example 1), whose linear term in the cost has been slightly modified in order to have a parametric QP problem as in the following:

\[
\begin{aligned}
\min_z \quad & \frac{1}{2} z' \begin{bmatrix} 4 & 5 & -5 \\ 5 & 9 & -5 \\ -5 & -5 & 7 \end{bmatrix} z + z' \begin{bmatrix} 1 & 3 \\ 5 & 1 \\ 2 & 5 \end{bmatrix} \theta \\
\text{s.t.} \quad & \begin{bmatrix} -2 \\ -2 \end{bmatrix} \leq z \leq \begin{bmatrix} 0 \\ 0 \end{bmatrix}
\end{aligned}
\]  

(19)
regions are those defining the tuples $T_i$ of the KR algorithm to find the solution. Black regions iterated by Algorithm 2. Again, the same color means the same region. Fig. 2 shows the polyhedral regions associated with the tuples of the KR algorithm. This shows how the certification algorithm is able to detect exactly the regions where the KR algorithm is cycling, due to $\mathcal{P} \neq \emptyset$. This result helps the control designer to eventually exclude KR from the list of candidate algorithms to solve the optimization problem, or alternatively can open the avenue to use KR algorithm even if it cycles.

Indeed, by knowing exactly the regions where this happens, one could apply a semi-explicit approach similar to the one proposed in Cimini and Bemporad (2017), by storing the explicit solution only for the regions of cycling. Given the certification result for the non-cycling polyhedra, and the straightforward computation of the worst-case flops for the evaluation of the partial explicit law, one can explicitly certify if the semi-explicit approach with KR as an implicit solver is superior to other algorithms.

**5. Conclusion**

We have presented a certification algorithm that exactly computes the worst-case number of iterations and flops, or failure to converge, of the KR primal–dual infeasible block principal pivoting method for solving a family of box-constrained QPs, that depend on a vector of parameters in the linear term of the cost function and/or in the upper and lower bounds on the optimization vector. Compared to active-set methods, the considered KR block principal pivoting algorithm can be much faster and easier to code, although it lacks guarantees of convergence for all strictly convex box-constrained QPs. The results of this paper open the opportunity to adopt the KR solver in embedded MPC applications when the certification analysis provides a positive result, or to prohibit its use by providing counter-examples where it would fail. The complexity certification and convergence verification have been successfully demonstrated on well-known MPC problems, in which the sufficient conditions for convergence available from the literature are not satisfied.
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