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Executive summary

The presence of a communication network in a control loop induces many imperfections such as
varying transmission delays, varying sampling/transmission intervals, packet loss, communication
constraints and quantization effects, which can degrade the control performance significantly and
even lead to instability. Various techniques have been proposed in the literature for stability analysis
and controller design for these so-called networked control systems. The aim of this report is to
survey the main research lines in a comprehensive manner.
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abstract

The presence of a communication network in a control loop induces many imperfections such as
varying transmission delays, varying sampling/transmission intervals, packet loss, communication
constraints and quantization effects, which can degrade the control performance significantly and
even lead to instability. Various techniques have been proposed in the literature for stability analysis
and controller design for these so-called networked control systems. The aim of this report is to
survey the main research lines in a comprehensive manner.

1 Introduction

Networked control systems (NCSs) have received considerable attention in recent years. The interest
for NCSs is motivated by many benefits they offer such as the ease of maintenance and installation,
the large flexibility and the low cost. However, still many issues need to be resolved before all the
advantages of wired and wireless networked control systems can be harvested. Part of the solution
will be formed by improvements of the employed communication networks and protocols, resulting
in increased reliability and reduction of the end-to-end latencies and packet dropouts. However,
the solution can not be obtained in a (cost-effective) manner by only improving the communication
infrastructure. It is important to take a systems perspective to overcome these problems and also
develop control algorithms that can deal with communication imperfections and constraints. This
latter aspect is recognized widely in the control community, as evidenced by the many publications
appearing recently, see e.g. the survey papers [32, 74, 64, 72].

Roughly speaking, the network-induced imperfections and constraints can be categorized in five
types:

(i) Variable sampling/transmission intervals;

(ii) Variable communication delays;

(iii) Packet dropouts caused by the unreliability of the network;

(iv) Communication constraints caused by the sharing of the network by multiple nodes and the fact
that only one node is allowed to transmit its packet per transmission;

(v) Quantization errors in the signals transmitted over the network due to the finite word length of
the packets.

Basically, the introduction of a communication network in a control loop (see Figure 1) modifies the
external signals (u, y) of the plant and the controller due to these five effects. Indeed, the control input
û going into the plant is no longer equal to the output u of the controller, while the measured output of
the plant y is not exactly known by the controller that only has access to a ‘networked’ version ŷ of this
output. Each of the imperfections have their own particular effect on the network-induced differences
ŷ − y and û − u. As a consequence, the presence of these network phenomena can degrade the
performance of the control loop significantly and can even lead to instability, see e.g. [8, 12] for an
illustrative example. Therefore, it is of importance to understand how these phenomena influence
the closed-loop stability and performance properties, preferably in a quantitative manner. Since in
any practical communication network all aforementioned network-induced imperfections are present,
there is a need for analysis and synthesis methods including all these imperfections. This is especially
of importance, because the design of a NCS often requires tradeoffs between the different types. For
instance, reducing quantization errors (and thus transmitting larger or more packets) typically results
in larger transmission delays. To support the designers in making these tradeoffs to design the total
NCS (plant, controller and network) in an integral fashion, tools are needed that provide quantitative
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Figure 1: Introduction of a network in a control loop.

information on the consequences of each of the possible choices in plant, controller and network
design.

Although the field on NCSs is relatively young, various major research lines are crystalizing out these
days. However, much of the available literature on NCS considers only some of above mentioned
types of network phenomena, while ignoring the other types. The available results need to be ex-
tended and integrated to obtain a framework in which all the network-induced imperfections can be
studied simultaneously and tradeoffs can be made. This paper has the aim to provide an overview of
the rapidly growing literature on NCS with a focus on methods for stability analysis that incorporate
one or more of the above mentioned communication imperfections. To a lesser extent we will also
discuss the stabilization problem. As such, this paper may form the basis for further research that
eventually leads to a practically useful and complete analysis and design framework for control over
communication networks.

2 Overview existing approaches

A categorization of the available literature on stability analysis of NCSs can be done, firstly, on the
basis of the types of networked-induced imperfections considered (time-varying sampling intervals,
time-varying delays, packet dropouts, communication constraints and quantisation), see Section 2.1,
and, secondly, on the modeling and analysis approach adopted to study the stability of the NCS under
these networked-induced imperfections, see Section 2.2.

Before categorizing the existing approaches, let us start by noting that two essentially different ways
of modelling network-induced uncertainties, such as time-varying sampling intervals, time-varying de-
lays and packet dropouts. Firstly, models that assume (deterministic) bounds on the delays, sampling
intervals and the number of subsequent packet dropouts are often employed, without making any as-
sumptions on the possibly random processes behind the generation of e.g. sequences of delays or
packet drops. With some abuse of wording, we will call this the deterministic approach. Secondly,
models exists in which information on the possibly stochastic nature of these variables is taken into
account, provided this additional information is available, which we call the stochastic approach. In
this overview, we focus mainly on deterministic approaches and refer the interested reader to one of
the overview papers [32, 74, 64, 72] for stochastic approaches. One observation is that many of the
stochastic approaches at present only can handle a finite or countable number of delays or sampling
intervals, while in reality this is often not the case.

Another important distinction between existing network uncertainty models is whether only small
delays or also large delays (delays smaller or larger, respectively, than the sampling interval) are
considered. In this paper, we will consider methods dealing with both cases.
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2.1 The types of networked-induced phenomena

Many systematic approaches that analyse stability of NCSs consider only one of these network-
induced imperfections. Indeed, the effects of quantization are studied in [39, 63, 2, 48, 17, 26, 28],
of packet dropouts in [60, 58], of time-varying transmission intervals and delays in [21, 42, 46], and
[8, 12, 34, 37, 45, 73], respectively, and of communication constraints in [14, 1, 36, 57].

References that simultaneously consider two types of network-induced imperfections are given in Ta-
ble 1. Moreover, [51] consider imperfections of type (i), (iv), (v), [44, 43, 7, 45, 9] study simultaneously
type (i), (ii), (iii) and [52] focusses on type (i), (iii), (iv). Also [29, 31, 5, 18] studies three types, namely
type (i), (ii), (iv). In addition some of the approaches mentioned in Table 1 that study varying sam-
pling intervals and/or varying communication delays can be extended to include type (iii) phenomena
as well by modeling dropouts as prolongations of the maximal sampling interval or delay (cf. also
Remark 24 below). By recent unifications of the work in [51] and [29, 31] a framework is obtained
in [27] that can model and analyze the five imperfections simultaneously. Although certain restrictive
assumptions are adopted in [27] (e.g. the small delay case and the usage of particular quantizers), it
is the first framework that includes all five of the mentioned network-induced imperfections.

Table 1: References that study NCS with two network-induced imperfections simultaneously.
& (ii) (iv)

(v) [40]

(iii) [22, 25, 10, 41]

(i) [66, 65, 35] [19, 3, 54, 69, 70, 62]

2.2 Different approaches in modelling/analysis of NCS

We distinguish three different approaches towards the modeling, stability analysis and controller syn-
thesis for NCS:

1. Work on the discrete-time approach, see e.g [21, 22, 35, 12, 9, 66, 35, 74], has mainly focussed
on linear NCS. The first step is to construct discrete-time representations of the sampled-data
NCS system (which for linear systems can be done exactly), leading to an uncertain discrete-
time system in which exponential uncertainties (due to network uncertainties) play a central
role. The discrete-time modeling approaches can be further subcategorized by time-driven
or event-driven models. In time-driven models the continuous-time model is integrated from
sample/transmission time to the next sample/transmission time, while in event-driven models
integration is done from each event time (being control updates times, sample times, etc), see
e.g. [35] for the latter. Here we will mainly focus on time-driven linear NCS models, see Sec-
tion 3.2. Next, to construct models suitable for stability analysis, polytopic overapproximation
or embedding techniques are used to capture the exponential uncertainties. Various methods
have been proposed to do this (some with fixed approximation error, others with tuning param-
eters to make the approximation more tight). The resulting polytopic models, possible including
norm-bounded uncertainties, can then be used in a robust stability analysis (often based on
linear matrix inequalities) to guarantee the stability of the discrete-time NCS model. The final
step is to guarantee that also the intersampling behaviour is stable, such that stability of the
true sampled-data NCS model can be concluded. This approach allows to consider discrete-
time controllers, although by discretizing continuous-time controllers they can be incorporated
as well in the analysis. Typically, this approach is applied to linear NCS since in that case
exact discrete-time models can be derived. We will discuss this approach in more detail in
Section 3.2;
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2. A second approach is to model the NCS as a delay-impulsive differential equation to study the
stability of the sampled-data NCS system directly [44, 45, 46, 66] (without considering any form
of discretisation or emulation). These methods allow to consider discrete-time controllers and
nonlinear plants; however, constructive stability conditions have only been obtained for linear
NCS. We will discuss this approach in Section 3.3;

3. In the so-called emulation approach, see [70, 69, 52, 49, 30, 29, 14], a continuous-time con-
troller is designed to stabilise the continuous-time plant in the absence of network-induced
imperfections. Next, the stability analysis is based on a sampled-data model of the NCS (in
the form of a hybrid system) and allows to quantify the level of network-induced uncertainty
(e.g. the maximal allowable sampling/transmission interval and/or maximal allowable delay) for
which the NCS inherits the stability properties of the closed-loop system without the network.
This approach is applicable to a wide class of nonlinear NCS, since well-developed tools for the
design of (nonlinear) controllers for nonlinear plants can be employed. A drawback is the fact
that the controller is formulated in continuous time, whereas for NCS one typically designs the
controller in discrete time. We will discuss this approach in detail in Section 4.1.

So, basically the discrete-time approach considers discrete-time controllers (or discretized continuous-
time controllers) and a discrete-time NCS model, while the direct approach also considers discrete-
time controllers, but has a continuous-time (sampled-data) NCS model. Finally, the emulation ap-
proach focusses on continuous-time controllers using a continuous-time (sampled-data) NCS model.
Of course, within all these approaches many different techniques towards stability analysis, us-
ing common quadratic Lyapunov functions, parameter-dependent Lyapunov functions, Lyapunov-
Krasovskii function(al)s, can be exploited.

3 NCS with delays, varying sampling intervals and packet loss

To capture the essence of the problems faced in networked control, we first study NCSs without the
presence of communication constraints and quantization effects. In Section 4, we consider the case
with communication constraints.

In Section 3.1, we discuss a general description of a single-loop NCS with time-varying sampling in-
tervals, delays and packet dropouts. In Section 3.2, we discuss a discrete-time approach towards the
modelling, stability analysis and controller design for these NCS. Finally, in Section 3.3, we present
a continuous-time approach towards the modelling and stability analysis for these systems exploiting
models in terms of delay-impulsive differential equations.

3.1 Description of the NCS

In this section, we present a fairly general description of a NCS including delays larger than the un-
certain, and time-varying sampling interval and packet dropouts. It is based on the developments
in [9] (see also [10, 12]). We choose this level of generality to show that the application of the sta-
bility techniques presented later can encompass all these types of networked-induced phenomena.
Later we will focus on a simpler NCS setup (including time-varying delays only) for illustration and
comparison purposes.

The NCS is depicted schematically in Figure 2. It consists of a linear continuous-time plant

ẋ(t) = Ax(t) +Bu∗(t) (1)

with A ∈ Rn×n and B ∈ Rn×m, and a discrete-time static time-invariant controller, which are con-
nected over a communication network that induces network delays (τ sc and τ ca). The state measure-
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Figure 2: Schematic overview of the NCS with variable sampling intervals, network delays and packet
dropouts.

ments (y(t) = x(t)) are sampled resulting in the sampling time instants sk:

sk =
k−1∑
i=0

hi ∀k ≥ 1, s0 = 0, (2)

which are non-equidistantly spaced in time due to the time-varying sampling intervals hk > 0. The
sequence of sampling instants s0, s1, s2, . . . is strictly increasing in the sense that sk+1 > sk, for all
k ∈ N. We denote by yk := y(sk) the kth sampled value of y, by xk := x(sk) the kth sampled value
of the state and by uk the control value corresponding to yk = xk. Packet drops may occur (see
Figure 2) and are modeled by the parameter mk. This parameter denotes whether or not a packet is
dropped:

mk =
{

0, if yk and uk are received
1, if yk and/or uk is lost.

(3)

In (3), we make no distinction between packet dropouts that occur in the sensor-to-controller connec-
tion and the controller-to-actuator connection in the network. This can be justified by realizing that,
for static controllers, the effect of the packet dropouts on the control updates implemented on the
plant is the same in both cases. Indeed, for packet dropouts between the sensor and the controller
no new control update is computed and thus no new control input is sent to the actuator. In the case
of packet dropouts between the controller and the actuator no new control update is received by the
actuator either. Finally, the zero-order-hold (ZOH) function (in Figure 2) is applied to transform the
discrete-time control input uk to a continuous-time control input u∗(t) being the actual actuation signal
of the plant.

In the model, both the varying computation time (τ ck), needed to evaluate the controller, and the
network-induced delays, i.e. the sensor-to-controller delay (τ sck ) and the controller-to-actuator delay
(τ cak ), are taken into account. We assume that the sensor acts in a time-driven fashion (i.e. sampling
occurs at the times sk defined in (2)) and that both the controller and the actuator act in an event-
driven fashion (i.e. responding instantaneously to newly arrived data). Furthermore, we consider
that not all the data is used due to packet dropouts and message rejection, i.e. the effect that more
recent control data is available before the older data is implemented and therefore the older data
is neglected. Under these assumptions, all three delays can be captured by a single delay τk :=
τ sck + τ ck + τ cak , see also [55], [75]. To include these effects in the continuous-time model, let us define
the parameter k∗(t) that denotes the index of the most recent control input that is available at time t
as k∗(t) := max{k ∈ N|sk + τk ≤ t ∧ mk = 0}. The continuous-time model of the plant of the NCS is
then given by

ẋ(t) = Ax(t) +Bu∗(t)
u∗(t) = uk∗(t)

(4)

with A ∈ Rn×n and B ∈ Rn×m. Here, we assume that the most recent control input remains active in
the plant if a packet is dropped.
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We assume that the variation in the delays is bounded by τmin and τmax, the variation in the sampling
interval is bounded by hmin and hmax and that the number of subsequent packet dropouts is upper
bounded by δ. The latter means that

k∑
v=k−δ

mv ≤ δ, ∀k, (5)

as this guarantees that from the control inputs uk−δ, uk−δ+1, . . . , uk at least one is implemented. In
summary, the class S of admissible sequences {(sk, τk,mk)}k∈N can be described as follows:

S :=
{
{(sk, τk,mk)}k∈N| hmin ≤ sk+1 − sk ≤ hmax,

s0 = 0, τmin ≤ τk ≤ τmax,
k∑

v=k−δ

mv ≤ δ,∀k ∈ N
}
,

(6)

which includes variable sampling intervals, large delays, and packet dropouts.

3.2 Discrete-time modeling approaches

3.2.1 The exact discrete-time NCS model

To arrive at a discrete-time description, the general description of the continuous-time control input
u∗(t) in (4) is reformulated to indicate explicitly which control inputs uk are active in the sampling
interval [sk, sk+1). Such a reformulation is needed to derive the discrete-time NCS model, which will
ultimately be employed in the stability analysis and controller synthesis methods.

Lemma 1 Consider the continuous-time NCS as defined in (4) and the admissible sequences of
sampling instants, delays, and packet dropouts as defined in (6). Define d := b τmin

hmax
c, the largest

integer smaller than or equal to τmin
hmax

and d := d τmax
hmin
e, the smallest integer larger than or equal to

τmax
hmin

. Then, the control action u∗(t) in the sampling interval [sk, sk+1) is described by

u∗(t) = uk+j−d−δ for t ∈ [sk + tkj , sk + tkj+1), (7)

where the actuation update instants tkj ∈ [0, hk] are defined as

tkj = min
{

max{0, τk+j−d−δ −
k−1∑

l=k+j−δ−d

hl}+mk+j−d−δhmax,

max{0, τk+j−d−δ+1 −
k−1∑

l=k+j+1−δ−d

hl}+mk+j−d−δ+1hmax,

. . . ,max{0, τk−d −
k−1∑
l=k−d

hl}+mk−dhmax, hk

}
,

(8)

with tkj ≤ tkj+1 and j ∈ {0, 1, . . . , d + δ − d} (see Figure 3). Moreover, 0 = tk0 ≤ tk1 ≤ . . . ≤ tk
d+δ−d ≤

tk
d+δ−d+1

:= hk.

The proof is given in [9] (see also [12, 7]). �

Based on Lemma 1, the discrete-time NCS model can be defined as

xk+1 = eAhkxk +
d+δ−d∑
j=0

∫ hk−tkj

hk−tkj+1

eAsdsBuk+j−d−δ (9)
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Figure 3: Graphical interpretation of the actuation update instants tkj .

with tkj as defined in Lemma 1.

Let θk denote the vector of uncertain parameters consisting of the sampling interval and the actuation
update instants

θk := (hk, tk1, . . . , t
k
d+δ−d). (10)

Remark 2 Essentially, the uncertainty parameters mk−d̄−δ̄, . . . ,mk−δ are included implicitly into the
parameter θk using the formulas for the actuation update times (8). When we will derive upper and
lower bounds on tkj , this induces some conservatism if packet dropouts are present. However, the
advantage of not including mk−d̄−δ̄, . . . ,mk−δ them explicitly in θk is that the number of uncertainty
parameters is smaller thereby reducing the complexity of the stability analysis. Alternative models for
dropouts are discussed and compared in [68] (see also Remark 24 below).

Using now the lifted state vector

ξk =
(
xTk uTk−1 . . . uT

k−d−δ

)T
that includes the current system state and past system inputs, we obtain the lifted model

ξk+1 = Ã(θk)ξk + B̃(θk)uk, (11)

where

Ã(θk) =



Λ(θk) Md+δ−1(θk) Md+δ−2(θk) . . . M1(θk) M0(θk)
0 0 0 . . . 0 0
0 I 0 . . . 0 0
...

. . .
. . .

. . .
...

...
...

. . .
. . . 0 0

0 . . . . . . 0 I 0


and

B̃(θk) =


Md+δ(θk)

I
0
...
0


with Λ(θk) = eAhk and

Mj(θk) =


∫ hk−tkj

hk−tkj+1

eAsdsB if 0 ≤ j ≤ d+ δ − d,

0 if d+ δ − d < j ≤ d+ δ.

(12)
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Remark 3 In the above model set-up we adopt a time-driven modeling paradigm (exact integration
from sample time to sample time). An alternative discrete-time modeling approach was proposed in
[35], which uses an event-driven paradigm (integrating from event time to event time, where the event
times include sampling times, update times of control values, etc.).

3.2.2 The polytopic overapproximation

A first step towards the stability analysis is transforming the bounds on the delays, sampling intervals
and dropouts (τmin, τmax, hmin, hmax and δ̄) to upper and lower bounds on tkj . These computations
are done in [7, 9] and lead to bounds tj,min, tj,max, see [7, 9] for the exact expressions. Together with
the fact that hk ∈ [hmin, hmax], we can define the uncertainty set

Θ = {θk ∈ Rd+δ−d+1 |hk ∈ [hmin, hmax], tkj ∈ [tj,min, tj,max], (13)

1 ≤ j ≤ d+ δ − d, 0 ≤ tk1 ≤ . . . ≤ tkd+δ−d ≤ hk},

such that θk ∈ Θ, ∀k.

The stability analysis for the uncertain system (11) with the uncertainty parameter θk ∈ Θ (given
a discrete-time controller such as a lifted state feedback uk = −Kξk) is now essentially a robust
stability analysis problem. The obstruction to apply various robust stability techniques directly is
that the uncertainty appears in an exponential fashion as observed from the form of Mj(θk) and
Λ(θk). To render the formulation (11) amendable for robust stability analysis, overapproximation
techniques can be employed to embed the original model (as tight as possible) in a model that has
nice structural properties such as discrete-time polytopic models with (or without) additional norm-
bounded uncertainties. These polytopic models are suitable for the application of available robust
stability methods. In the literature, many different ways of constructing such polytopic embeddings
of the uncertain system are proposed: overapproximation techniques are based on interval matrices
[8], the real Jordan form [9, 12, 11, 10, 56], the Taylor series [34], gridding and norm-bounding
[21, 61, 59, 19], and the Cayley-Hamilton theorem [23]. For the sake of brevity, we will only discuss
only one of these overapproximation techniques to illustrate the ideas. We opt here to use the real
Jordan form approach as adopted in [9, 12, 11, 10].

Real Jordan form To derive the stability analysis and control synthesis conditions, the model (11)
is rewritten using the real Jordan form of the continuous-time system matrix A. Basically, we express
the state matrix A = TJT−1 with J the real Jordan form, and T an invertible matrix. This leads to a
generic model of the form

ξk+1 =

(
F0 +

ζ∑
i=1

αi(θk)Fi

)
ξk +

(
G0 +

ζ∑
i=1

αi(θk)Gi

)
uk, (14)

with θk defined in (10) and ζ = (d+ δ− d+ 1)ν the number of time-varying functions αi. Here, ν ≤ n,
where n is the dimension of the state vector x. We have ν = n when the geometric multiplicity of each
distinct eigenvalue of A is equal to one and ν < n when the geometric multiplicity of an eigenvalue is
larger than one. A typical function αi(θk) is of the form (hk− tkj )leλ(hk−tkj ), when λ is a real eigenvalue

of A, and of the form (hk − tkj )lea(hk−tkj ) cos(b(hk − tkj )) or (hk − tkj )lea(hk−tkj ) sin(b(hk − tkj )) when λ
is a complex eigenvalue (λ = a + bi) of A with l = 0, 1 . . . , rj , where rj is related to the size of the
Jordan blocks corresponding to λ. For more details on the use of the real Jordan form to obtain the
NCS model, the reader is referred to Appendix B in [7].

Using bounds on the uncertain parameters θk = (hk, tk1, . . . , t
k
d+δ−d) described by the set Θ in (13) we
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can formulate the set of matrix pairs

FG =

{(
F0 +

ζ∑
i=1

αi(θk)Fi, G0 +
ζ∑
i=1

αi(θk)Gi

)
| θk ∈ Θ

}
(15)

that contains all possible matrix combinations in (11) and in (14). Based on this infinite set FG of
matrices we will perform stability analysis (for a given controller) and design stabilizing controllers for
the NCS (4) below. To overcome the infinite dimension of the set FG a polytopic overapproximation
of the set is used. Denote the maximum and minimum value of αi(θk), respectively, by

αi = max
θk∈Θ

αi(θk), αi = min
θk∈Θ

αi(θk) (16)

with Θ defined in (13). Then the set of matrices FG, given in (15), is a subset of co(HFG), where ’co’
denotes the convex hull and HFG is the finite set of matrix pairs given by

HFG =

{(
(F0 +

ζ∑
i=1

αiFi), (G0 +
ζ∑
i=1

αiGi)
)

: αi ∈ {αi, αi}, i = 1, 2, . . . , ζ

}
. (17)

We will also write the set of vertices HFG as HFG = {(HF,j , HG,j) | j = 1, 2, . . . , 2ζ} for enumeration
purposes later.

3.2.3 Stability analysis

In this section, we consider the stability analysis of the NCS (11) (or equivalently (14)) in closed-loop
with a state-feedback controller. From the control design of view, when dealing with a system such
as (11), it is natural to design a state feedback controller using the full state ξk of the underlying
model (11), i.e.

uk = −Kξk. (18)

However, from the point of view of the NCS (4), this is equivalent to using a dynamical controller of
the form

uk = −K0xk −K1uk−1 . . .−Kd+δuk−d−δ.

The use of such a dynamic control law requires a reconsideration of the assumption made earlier to
lump all the delays τ sck ,τ ck and τ cak in one parameter τ . It actually leads to very restrictive assumptions
on the network setup: no packet dropout is allowed between the sensor and the controller and yk
should always arrive at the controller after the moment that uk−1 is sent to the actuator, i.e. sk + τ sck >
sk−1 + τ sck−1 + τ ck−1. For example, in the case of a packet dropout, it is possible that yk = xk does not
arrive at the controller and thus uk cannot be computed with the consequence that the controller (18)
cannot be updated beyond the k-th update. Therefore, a deadlock in the controller can occur and the
worst case scenario would be not sending control updates at all to the actuator (although one could
propose heuristic solutions to overcome this situation, which would complicate the structure of the
controller and its analysis and synthesis). However, observe that a static state feedback of the form

uk = −K̄xk = −
[
K̄ 0

]
ξk =: −Kξk (19)

does not suffer from such problems and these assumptions are not needed, which greatly enhances
its applicability. For this reason, in the controller synthesis section we will focus on the design of a
controller in the form (19), and we will provide references for the case of the lifted state feedback
as in (18). Note that the state feedback in (19) requires the design of a structured feedback gain
K =

[
K̄ 0

]
, which is known to be a notoriously difficult problem. After the stability conditions derived

next, we will provide a solution for this hard problem. In the stability analysis below we assume
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implicitly that in case the lifted state feedback controller is used the more restrictive assumptions on
the network setup as mentioned above are satisfied.

The resulting closed-loop system (11), (18) can be formulated as follows:

ξk+1 = Ãcl(θk)ξk with Ãcl(θk) =
(
Ã(θk)− B̃(θk)K

)
, θk ∈ Θ, (20)

or equivalently, after exploiting the real Jordan form as in (14), as

ξk+1 = Fcl(θk)ξk, (21)

with

Fcl(θk) =

[
(F0 −G0K) +

ζ∑
i=1

αi(θk) (Fi −GiK)

]
ξk, (22)

where Fcl(θk) ∈ Fcl, k ∈ N, and

Fcl =

{(
F0 −G0K

)
+

ζ∑
i=1

αi(θk)
(
Fi −GiK

)
|θk ∈ Θ

}
. (23)

Clearly, given the fact that FG ⊆ HFG, with FG as in (15) and HFG as in (17), we have that

Fcl ⊆ co (HFcl) (24)

with

HFcl =

{(
F0 −G0K

)
+

ζ∑
i=1

αi

(
Fi −GiK

)
: αi ∈ {αi, αi}, i = 1, 2, . . . , ζ

}
. (25)

We will also write the set of vertices HFcl as HFcl = {HFcl,j | j = 1, 2, . . . , 2ζ} for enumeration pur-
poses. Hence, Fcl ⊆ co{HFcl,1, . . . ,HFcl,2ζ

}. Using the finite set HFcl of 2ζ vertices, a finite number
of LMI-based stability conditions can be formulated using [13]. The resulting stability characterisa-
tion for the closed-loop system (20) using parameter-dependent Lyapunov functions is given in the
following theorem.

Theorem 4 Consider the discrete-time NCS model (11) and the state-feedback controller (18), with
the network-induced uncertainties θk ∈ Θ and Θ defined in (13). If there exist matrices Pj = P Tj � 0,
j = 1, 2, . . . , 2ζ , that satisfy

HT
Fcl,j

PlHFcl,j − Pj ≺ 0, j, l ∈ {1, 2, . . . , 2ζ}, (26)

with HFcl,j ∈ HFcl , j = 1, 2, . . . , 2ζ , and HFcl defined in (25), then the origin of the closed-loop NCS
system (11), (18) is a globally asymptotically stable equilibrium point.

The proof is a direct consequence of the results in [33, 9, 12]. �

Remark 5 Using the results in [50], it can be shown that under the conditions of Theorem 4 also
the intersample behaviour is stable (similar reasoning is used in [8, 7]). This also implies that the
equilibrium point x = 0 of the sampled-data NCS (4), (7), (8), (18) is globally asymptotically stable.

Remark 6 This theorem exploits the following function

V (ξk) = ξTk P (µk1, µ
k
2, . . . , µ

k
2ζ )ξk (27)

based on the polytopic overapproximation of (21), which can be rewritten as

ξk+1 = (
2ζ∑
j=1

µkjHFcl,j)ξk (28)
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with µkj ≥ 0, j = 1, . . . , 2ζ , and
∑2ζ

j=1 µ
k
j = 1 for k ∈ N. The parameter-dependent Lyapunov function

V then has the form P (µk1, µ
k
2, . . . , µ

k
2ζ

) =
∑2ζ

j=1 µ
k
jPj . In [9] it shown that if the LMIs in the above

theorem are satisfied then they imply the existence of a Lyapunov-Krasovskii function (LKF) of the
form

V (xk, . . . , xk−d−δ) =
d+δ∑
i=0

d+δ∑
j=0

xTk−iQ
i,j(θk)xk−j , (29)

which is the most general LKF that can be obtained using quadratic forms. Notice that using this
approach we avoid the conservative upper bounds in the difference of the LKF, which are usually
encountered in the literature to arrive at LKF-based stability conditions in LMI form.

Remark 7 The case of a common quadratic Lyapunov function (CQLF) V (ξ) = ξTk Pξk is a particular
case of this theorem by taking Pj = P, j = 1, . . . , 2ζ .

3.2.4 Design of stabilizing controllers

As already quickly mentioned, the main difficulty to synthesize a state feedback (19) is that it results
in a structured control synthesis problem, i.e. we need to design a control law (18) with a specific
structure, K =

(
K 0m×(d+δ)m

)
. A solution to this structured controller synthesis problem is to apply

the approach presented in [16]. Moreover, as was already exploited for the stability analysis problem
above, such an approach allows for the use of a parameter-dependent Lyapunov function [13] that
might result in less conservative controller synthesis results than the use of a common quadratic
Lyapunov function. LMI conditions for synthesis of state feedback controllers as in (19) are given in
the next theorem.

Theorem 8 Consider the NCS model (4), and (19), and its discrete-time representation (11), (19)
for sequences of sampling instants, delays, and packet dropouts σ ∈ S with S as in (6). Consider the
equivalent representation (14) based on the Jordan form of A and the set of vertices HFG defined in
(17).

If there exist symmetric positive definite matrices Yj ∈ R(n+(d+δ)m)×(n+(d+δ)m), a matrix Z ∈ Rm×n,

matrices Xj =
(
X1 0
X2,j X3,j

)
, with X1 ∈ Rn×n, X2,j ∈ R(d+δ)m×n, X3,j ∈ R(d+δ)m×(d+δ)m, j =

1, 2, . . . , 2ζ , and a scalar 0 ≤ γ < 1 that satisfy(
Xj +XT

j − Yj XT
j H

T
F,j −

(
Z 0

)T
HT
G,j

HF,jXj −HG,j

(
Z 0

)
(1− γ)Yl

)
> 0, (30)

for all j, l ∈
{

1, 2, . . . , 2ζ
}

, then the closed-loop NCS (4) and (19) with K = ZX−1
1 is globally asymp-

totically stable for sequences of sampling instants, delays, and packet dropouts σ ∈ S.

For the proof, see [9].

Note that here we formulated directly the stability of the continuous-time NCS model (4) and (19)
given the bounds on delays, sampling intervals and dropouts is GAS as opposed to Theorem 4 in
which we formulated GAS of the discrete-time NCS model, see also Remark 5.

Remark 9 The case of a common quadratic Lyapunov function (CQLF) V (ξ) = ξTk Pξk is a particular
case of this theorem by taking Yj = Y, ∀ j = 1, . . . , 2ζ , with P = Y −1.

Remark 10 If one is still interested in using an extended state feedback (18) despite the mentioned
disadvantages, then Theorem 8 can be modified by replacing the matrices Xj , ∀i 6= j with a constant
matrix X without a specific structure and using Z instead of

(
Z 0

)
. The extended controller is

obtained then by K = ZX−1.
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Remark 11 The derived type of discrete-time models based on polytopic overapproximations are
suitable for model predictive control (MPC) as well. For instance, the MPC techniques in [38] can be
used as was indicated in [23].

Remark 12 The design of output-based dynamic discrete-time controllers that result in stable closed-
loop NCSs is at present an unsolved problem. Basically, the problem is due to the adopted polytopic
overapproximations, since a controller design problem for polytopic systems is considered to be hard
problem in the literature. The stability analysis for these type of controllers (under small delay as-
sumptions) is solved, even in the presence of communication constraints, see Section 4.2 below.

Remark 13 Here, we only present results on the stability and stabilization of NCSs. However, ex-
tensions exist providing constructive LMI conditions guaranteeing input-to-state stability [66, 65]. In
these references the input-to-state stability property is exploited to solve the (approximate) tracking
problem for linear NCS with time-varying (small) delays and time-varying sampling intervals.

3.3 Continuous-time modeling approaches

In this section, we discuss a modelling and analysis approach for NCS with (small) delays, time-
varying sampling intervals and packet dropouts as developed in [47, 46, 45]. Herein, the sampled-
data NCS model is formulated in terms of so-called delay-impulsive differential equations. Before
going into details, we would like to make the following observations:

• This approach studies the stability of the sampled-data NCS without exploiting any form of
discretisation of a continuous-time plant model;

• The model in terms of delay-impulsive differential equations shows great similarity with the
modelling of the sampled-data NCS using the hybrid systems formalism, see e.g. [52, 49],
as will be discussed in Section 4.1. However, the approach described in Section 4.1 is an
emulation-type approach, where controllers are designed in continuous-time, whereas here
discrete-time controllers are considered and included directly in the sampled-data NCS model.

• The modelling framework of delay-impulsive differential equations in principle allows to consider
nonlinear systems for which stability results for nonlinear delay-impulsive differential equations
have been presented e.g. in [46, 45]. However, only for the case of linear NCS constructive
LMI-based stability conditions have been formulated in which the assumption that the lower
bound on sampling intervals hmin = 0 has to be used.

Consider the linear continuous-time plant (1) and a discrete-time static state feedback controller as
in (19), i.e. uk = −K̄xk. The state measurements xk := x(sk) are sampled at the sampling instants sk
satisfying (2), which are non-equidistantly spaced in time due to the time-varying sampling intervals
hk > 0, with hk ∈ [hmin, hmax] , k ∈ N. The sequence of sampling instants s0, s1, s2, . . . is strictly
increasing in the sense that sk+1 > sk, for all k ∈ N. As in Section 3.1, we assume that the sensor-
to-controller delay, computational delay and controller-to-actuator delay can be lumped into a single
delay τk, with τk ∈ [τmin,min{hk, τmax}] , ∀k. In other words we consider the small delay case only.
Resuming, we have that {(sk, τk)}k∈N ∈ S̄, where

S̄ :=
{
{(sk, τk)}k∈N| hmin ≤ sk+1 − sk ≤ hmax,

s0 = 0, τk ∈ [τmin,min{sk+1 − sk, τmax}),∀k ∈ N
} (31)

represents the admissible sequences of sampling times and delays. Packet dropouts are not consid-
ered explicitly in this approach, but can be accounted for by considering packet drops as an elongation
of the effective sampling interval, see also Remark 24.
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Now, the sampled-data NCS system can be formulated as
ẋ = Ax+Bu∗(t), x(0) = x0

u∗(t) = uk, rk ≤ t ≤ rk+1,
uk = −K̄xk,

(32)

where rk = sk + τk, with r0 = τ0, is the k-th control update instant. Alternatively, the sampled-data
NCS system can more compactly be formulated as

ẋ = Ax−BK̄x(sk), rk ≤ t ≤ rk+1, (33)

with initial condition x̄(0) =
[
xT0 , x

T (s−1)
]T .

Let us now write the dynamics of the NCS (32) (or (33)) in the form of a delay-impulsive differential
equation of the form

ζ̇(t) = Fζ(t), t ∈ [rk, rk+1) (34a)

ζ(rk+1) =
[
x(rk+1)
x(sk+1)

]
, k ∈ N (34b)

with the initial condition ζ(0) :=
[
xT (0) xT (s−1)

]T , ζ(t) :=
[
xT (t) vT1 (t)

]T , v1(t) := x(sk), for t ∈
[rk, rk+1), and

F :=
[
A −BK̄
0 0

]
.

Consider the following positive Lyapunov functional

V :=xTPx+
∫ t

t−ρ1
(ρ1max − t+ s)ẋT (s)R1ẋ(s)ds

+
∫ t

t−ρ2
(ρ2max − t+ s)ẋT (s)R2ẋ(s)ds+

∫ t

t−τmin
(τmin − t+ s)ẋT (s)R3ẋ(s)ds

+
∫ t−τmin

t−ρ1
(ρ1max − t+ s)ẋT (s)R4ẋ(s)ds+ (ρ1max − τmin)

∫ t

t−τmin
ẋT (s)R4ẋ(s)ds

+
∫ t

t−τmin
xT (s)Zx(s)ds+ (ρ1max − ρ1)(x− v2)TX(x− v2),

(35)

with P , X, Z, Ri, i = 1, . . . , 4, positive definite matrices,

v2(t) := x(rk), ρ1(t) := t− sk, ρ2(t) := t− rk, for rk ≤ t < rk+1,

and
ρ1max := sup

t≥0
ρ1(t), ρ2max := sup

t≥0
ρ2(t).

The evolution of this Lyapunov functional is discontinuous at the control update times rk, due to the
jump in ζ in (34b), but a decrease of V over the jump is guaranteed by construction.

The next theorem formulates LMI-based conditions for global asymptotic stability of the NCS (34) for
a sequence of sampling instants and delays taken from the class S̄ as in (31).

Theorem 14 ([47, 45]) If there exist positive definite matrices P , X, Z, Ri, i = 1, . . . , 4, and not
necessarily symmetric matrices Ni, i = 1, . . . , 4, satisfying the LMIsM1 + (β − τmin)(M2 +M3) τmaxN1 τminN3

∗ −τmaxR1 0
∗ ∗ −τmaxR3

 < 0, (36a)


M1 + (β − τmin)M2 τmaxN1 τminN3 (β − τmin)(N1 +N2) (β − τmin)N4

∗ −τmaxR1 0 0 0
∗ ∗ −τminR3 0 0
∗ ∗ ∗ −(β − τmin)(R1 +R2) 0
∗ ∗ ∗ ∗ −(β − τmin)R4

 < 0, (36b)
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where β := hmax + τmax, F̄ :=
[
A −BK̄ 0 0

]
,

M1 :=F̄ T
[
P 0 0 0

]
+


P
0
0
0

 F̄ + τminF
T (R1 +R3)F −


I
0
−I
0

X

I
0
−I
0


T

+


I
0
0
0

Z

I
0
0
0


T

−


0
0
0
I

Z


0
0
0
I


T

−N1

[
I −I 0 0

]
−


I
−I
0
0

NT
1 −N2

[
I 0 −I 0

]
−


I
0
−I
0

NT
2

−N3

[
I 0 0 −I

]
−


I
0
0
−I

NT
3 −N4

[
0 −I 0 I

]
−


0
−I
0
I

NT
4 ,

M2 :=F̄ T (R1 +R2 +R4)F̄ ,

M3 :=


I
0
−I
0

XF̄ + F̄ TX
[
I 0 −I 0

]
,

then, system (34) is globally exponentially stable for any sequence of delays and sampling instants
taken from the class S̄ as in (31).

For the proof, we refer to [45].

Remark 15 The proof of Theorem 14 exploits stability results for nonlinear delay-impulsive differential
equations as presented in [46, 45].

Remark 16 We note that the conditions in Theorem 14 do not explicitly depend on the values of hmin.
Consequently, this approach towards modelling NCSs may result in more conservative conditions
in comparison to those obtained using the discrete-time approach discussed in Section 3.2, when
0� hmin ' hmax.

Remark 17 When considering the control synthesis problem, i.e. when the control gain K̄ is con-
sidered a priori unknown, the LMIs in Theorem 14 generally become bilinear matrix inequalities.
However, for the case without delays in [46] LMI-based control synthesis conditions have been pro-
posed.

Remark 18 In [66, 65] extensions of Theorem 14 (for the special case that Z = Ri = 0, i = 1, . . . , 4)
have been proposed that guarantee input-to-state stability of the sampled-data NCS system in the
face of perturbations.

3.4 Comparing the discrete-time and direct approach on an example

We consider an example of a motion control system from the document printing domain. We limit
ourselves to one single motor driving one roller-pair, as depicted in Figure 4, which obeys the dynam-
ics:

ẍs =
qrR

JM + q2JR
u, (37)

with JM = 1.95 · 10−5kgm2 the inertia of the motor, JR = 6.5 · 10−5 kgm2 the inertia of the roller-pair,
rR = 14 · 10−3 m the radius of the roller, q = 0.2 the transmission ratio between motor and upper
roller, xs the sheet position and u the motor torque.
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Figure 4: Schematic overview of the motor-roller example.

The continuous-time state-space representation of (37) is given by (1), with A =
[
0 1
0 0

]
, B =

[
0
b

]
,

with b := qrR
JM+q2JR

, and x(t) =
[
xs(t) ẋs(t)

]T . We adopt a feedback controller of the form uk = −K̄xk
with K̄ =

[
K1 K2

]
, K1 = 50 and K2 = 1.18.

Let us first consider the case of a constant sampling interval h = 0.005 s, but with time-varying and
uncertain delays in the set [0, τmax]. Now, we applied a variant of Theorem 14 (for the special case
in which we exploit a Lyapunov functional (35) with Z = Ri = 0, i = 1, . . . , 4) and Theorem 4 for the
discrete-time approach. In [66, 65] it has been shown that this variant of Theorem 14 can be used
to guarantee up to maximal delays of τmax = 0.33h, whereas Theorem 4 (for the special case of a
common quadratic Lyapunov function) can be used to show that stability can be guaranteed up to a
maximal delay of τmax = 0.94h.

Next, we consider the case in which the sampling interval is variable, i.e., h ∈ [hmin, hmax], and the
delay is zero. More specifically, we take hmin = hmax/1.5, so hmin 6= 0. Using the discrete-time
approach in Theorem 4 (for the special case of a common quadratic Lyapunov function), we can
assure stability almost up to hmax = 1.34 × 10−2 s, which is the sampling interval for which the
system with a constant sampling interval (and no delay) becomes unstable. This fact shows that
the proposed discrete-time stability conditions as in Theorem 4 are not conservative in this example.
Using the delay impulsive approach, stability can only be guaranteed up to hmax = 9× 10−3 s.

Remark 19 In [66, 65], an extension of Theorem 14 (for the special case that Z = Ri = 0, i =
1, . . . , 4), guaranteeing input-to-state stability in the face of perturbations, is exploited to solve the
(approximate) tracking problem for NCS with time-varying delays and sampling intervals. It is im-
portant to note that the input-to-state stability gains from additive perturbations to the states of the
NCS provided by the delay-impulsive modelling approach are much tighter than those obtained using
the discrete-time modelling and analysis approach as shown in [66, 65]. The conservatism in the
input-to-state stability gain estimates in the discrete-time approach are mainly due to the conserva-
tive upperbounding of the intersample behaviour. In this respect it seems that the delay-impulsive
approach is beneficial in studying such performance related issues.

4 NCS including communication constraints

In this section we discuss stability analysis approaches that incorporate communication constraints
in the sense that at a transmission time not all the information of the measured outputs of the plants
and the corresponding control updates can be sent at once. At each transmission time only one
of the nodes consisting of particular actuators and/or sensors will obtain access to the network to
communicate its data. As we will see this complicates the description and the analysis of the NCS
considerably. The communication constraint will actually introduce an (additional) discrete nature to
the problem, which will require a modeling and stability analysis from a hybrid systems perspective
[67].
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We will discuss two approaching being distinguished by continuous-time (Section 4.1) versus discrete-
time (Section 4.2) modeling as above. Both approaches have their own advantages and disadvan-
tages as we will conclude at the end.

4.1 Continuous-time (emulation) approaches

In this section, we introduce the continuous-time model that will be used to describe NCSs includ-
ing communication constraints as well as varying transmission intervals and transmission delays.
Dropouts and quantization effects can be included as discussed in [27] and in Remark 24 below. The
model that we discuss in this section was derived in [29, 31] and forms an extension of the NCS mod-
els used before in [52] that were motivated by the work in [70]. The basic idea behind this approach
is that of emulation. In such an emulation approach, first, a stabilizing continuous-time controller for
the continuous-time plant (ignoring any network effects). Next, we study under which network effects
(level of delays, sampling interval lengths, type of protocol used for the communication scheduling)
the networked sampled-data system inherits the stability properties from the continuous-time closed-
loop system is designed.

4.1.1 Description of the NCS

We consider the continuous-time plant

ẋp = fp(xp, û), y = gp(xp) (38)

that is sampled. Here, xp ∈ Rnp denotes the state of the plant, û ∈ Rnu denotes the most recent
control values available at the plant and y ∈ Rny is the output of the plant. The controller is given by

ẋc = fc(xc, ŷ), u = gc(xc), (39)

where the variable xc ∈ Rnc is the state of the controller, ŷ ∈ Rny is the most recent output measure-
ment of the plant that is available at the controller and u ∈ Rnu denotes the control input. At times
tk, k ∈ N, (parts of) the input u at the controller and/or the output y at the plant are sampled and
transmitted over the network. The transmission times satisfy 0 ≤ t0 < t1 < t2 < . . . and there exists a
δ > 0 such that the transmission intervals tk+1 − tk satisfy δ ≤ tk+1 − tk ≤ hmati for all k ∈ N, where
hmati denotes the maximally allowable transmission interval (MATI). At each transmission time tk,
k ∈ N, the protocol determines which of the nodes j ∈ {1, 2, . . . , N} is granted access to the network.
Each node corresponds to a collection of sensors or actuators. The sensors/actuators corresponding
to the node, which is granted access, collect their values in y(tk) or u(tk) that will be sent over the
communication network. They will arrive after a transmission delay of τk time units at the controller
or actuator. This results in updates of the corresponding entries in ŷ or û at times tk + τk, k ∈ N. The
situation described above is illustrated for y and ŷ in Fig. 5 for the situation that there are two nodes
and for which the nodes get access to the network in an alternating sequence.

It is assumed that there are bounds on the maximal delay in the sense that τk ∈ [0, τmad], k ∈ N,
where 0 ≤ τmad ≤ hmati is the maximally allowable delay (MAD). To be more precise, we adopt the
following standing assumption.

Assumption 20 The transmission times satisfy δ ≤ tk+1 − tk < hmati, k ∈ N and the delays satisfy
0 ≤ τk ≤ min{τmad, tk+1 − tk}, k ∈ N, where δ ∈ (0, hmati] is arbitrary.

The latter condition also implies that each transmitted packet arrives before the next sample is taken.
Clearly, this assumption implies that only the small delay case is considered here. Extensions of this
emulation approach including large delays do not exist to this date. The updates satisfy

ŷ((tk + τk)+) = y(tk) + hy(k, e(tk)) (40a)
û((tk + τk)+) = u(tk) + hu(k, e(tk)) (40b)
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Figure 5: Illustration of a typical evolution of y and ŷ for 2 nodes.

at tk + τk, where e denotes the vector (ey, eu) with ey := ŷ − y and eu := û − u. Hence, e ∈ Rne

with ne = ny + nu. If the NCS has N nodes, then the error vector e can be partitioned as e =
(eT1 , e

T
2 , . . . , e

T
N )T . The functions hy and hu are now update functions that are related to the protocol,

but typically when the j-th node gets access to the network at some transmission time tk we have
that the corresponding part in the error vector has a jump at tk + τk. In most situations, the jump
will actually be to y(tk) (or u(tk)), since we assume that the quantization effects are negligible. For
instance, when yj is transmitted at time tk, we have that hy,j(k, e(tk)) = 0. However, we allow for
more freedom in the protocols by allowing general functions h. Two well-known examples are the
Round Robin (RR) protocol, which is given for 2 nodes by

h(k, e) =



(
0
e2

)
, if k = 0, 2, 4, 6, . . .(

e1

0

)
, if k = 1, 3, 5, 7, . . .

Hence, the two nodes get access to the network in an alternating fashion: When the transmission
counter is even the first node gets access, when the counter is odd the second node. The RR protocol
is a static protocol in the sense that the order of the nodes is fixed. In contrast, there are also dynamic
scheduling protocols such as that the Try-Once-Discard (TOD) protocol (sometimes also called the
maximum-error-first protocol), which is given for two nodes by

h(k, e) =



(
0
e2

)
, if |e1| ≥ |e2|(

e1

0

)
, if |e2| > |e1|,

Here | · | denotes the Euclidean norm in Rn and we will use 〈·, ·〉 for the corresponding inner product.
Extensions of these protocols to more than 2 nodes are straightforward.

In between the updates of the values of ŷ and û, the network is assumed to operate in a zero-order-
hold (ZOH) fashion, meaning that the values of ŷ and û remain constant in between the updating
times tk + τk and tk+1 + τk+1:

˙̂y = 0, ˙̂u = 0. (41)
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To compute the resets of e at the update times {tsi + τk}k∈N, we proceed as follows:

ey((tk + τk)+) = ŷ((tk + τk)+)− y(tk + τk)
= y(tk) + hy(k, e(tk))− y(tk + τk)
= hy(k, e(tk)) + y(tk)− ŷ(tk)︸ ︷︷ ︸

−e(tk)

+ ŷ(tk + τk)− y(tk + τk)︸ ︷︷ ︸
e(tk+τk)

= hy(k, e(tk))− e(tk) + e(tk + τk).

In the third equality we used that ŷ(tsi) = ŷ(tsi + τk), which holds due to the ZOH character of the
network.

A similar derivation holds for eu, leading to the following model for the NCS:

ẋ(t) = f(x(t), e(t))
ė(t) = g(x(t), e(t))

}
t ∈ [tk, tk + τk) (42a)

e((tk + τk)+) = h(k, e(tk))− e(tk) + e(tk + τk), (42b)

where x = (xp, xc) ∈ Rnx with nx = np + nc, f , g are appropriately defined functions depending on
fp, gp, fc and gc and h = (hy, hu). See [52] for the explicit expressions of f and g.

Remark 21 The model (42) reduces to the model used in [52, 54] in absence of delays, i.e. τk = 0
for all k ∈ N. Indeed, then (42) becomes

ẋ(t) = f(x(t), e(t))
ė(t) = g(x(t), e(t))

}
t ∈ [tsi , tsi + τk) (43a)

e(t+k ) = h(k, e(tk)). (43b)

Assumption 22 f and g are continuous and h is locally bounded. �

Observe that the system ẋ = f(x, 0) is the closed-loop system (38)-(39) without the network.

The stability problem that is considered is formulated as follows.

Problem 23 Suppose that the controller (39) was designed for the plant (38) rendering the continuous-
time closed loop (38)-(39) (or equivalently, ẋ = f(x, 0)) stable in some sense. Determine the value of
hmati and τmad so that the NCS given by (42) is stable as well when the transmission intervals and
delays satisfy Standing Assumption 20. �

It is in this problem statement that we clearly recognize the fact that an emulation approach is taken
here.

Remark 24 Of course, there are certain extensions that can be made to the above setup. The
inclusion of packet dropouts is relatively easy, if one models them as prolongations of the transmission
interval. Indeed, if we assume that there is a bound δ̄ ∈ N on the maximum number of successive
dropouts, the stability bounds derived below are still valid for the MATI given by h′mati := hmati

δ̄+1
, where

hmati is the obtained value for the dropout-free case.

4.1.2 Reformulation in a hybrid system framework

To facilitate the stability analysis, we transform the above NCS model into the hybrid system frame-
work as developed in [24]. To do so, we introduce the auxiliary variables s ∈ Rn, κ ∈ N, τ ∈ R≥0

and ` ∈ {0, 1} to reformulate the model in terms of so-called flow equations and reset equations. The
variable s is an auxiliary variable containing the memory in (42b) storing the value h(k, e(tk))− e(tk)
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for the update of e at the update instant tk + τk, κ is a counter keeping track of the number of the
transmission, τ is a timer to constrain both the transmission interval as well as the transmission delay
and ` is a Boolean keeping track whether the next event is a transmission event or an update event.
To be precise, when ` = 0 the next event will be related to transmission and when ` = 1 the next
event will be an update (note that here we make explicit use of the fact that only small delays are
considered).

The hybrid system ΣNCS is given by the flow equations

ẋ = f(x, e)
ė = g(x, e)
ṡ = 0
κ̇ = 0
τ̇ = 1
˙̀ = 0


(` = 0 ∧ τ ∈ [0, hmati])∨
∨(` = 1 ∧ τ ∈ [0, τmad])

(44)

and the reset equations are obtained by combining the “transmission reset relations,” active at the
transmission instants {tk}k∈N, and the “update reset relations”, active at the update instants {tk +
τk}k∈N, given by

(x+, e+, s+, τ+, κ+, `+) = G(x, e, s, τ, κ, `), when
(` = 0 ∧ τ ∈ [δ, hmati]) ∨ (` = 1 ∧ τ ∈ [0, τmad]) (45)

with G given by the transmission resets (when ` = 0)

G(x, e, s, τ, κ, 0) = (x, e, h(κ, e)− e, 0, κ+ 1, 1) (46)

and the update resets (when ` = 1)

G(x, e, s, τ, κ, 1) = (x, s+ e,−s− e, τ, κ, 0). (47)

4.1.3 Lyapunov-based stability analysis

We are going to construct a Lyapunov function for ΣNCS based on the following conditions for the
reset part (the protocol) and the flow part of the system.

Conditions on the reset part

Condition 25 The protocol given by h is UGES (uniformly globally exponentially stable), meaning
that there exists a function W : N × Rne → R≥0 that is locally Lipschitz in its second argument such
that

αW |e| ≤W (κ, e) ≤ αW |e| (48a)
W (κ+ 1, h(κ, e)) ≤ λW (κ, e) (48b)

for constants 0 < αW ≤ αW and 0 < λ < 1. �

Additionally we assume here that

W (κ+ 1, e) ≤ λWW (κ, e) (49)

for some constant λW ≥ 1 and that for almost all e ∈ Rne and all κ ∈ N∣∣∣∣∂W∂e (κ, e)
∣∣∣∣ ≤M1 (50)
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for some constant M1 > 0. For all protocols discussed in [70, 69, 52, 3] such Lyapunov functions and
corresponding constants exist. For instance, if N is the number of nodes in the network, for the RR

protocol λRR =
√

N−1
N , αWRR

= 1, αWRR
=
√
N , λWRR

=
√
N , M1,RR =

√
N and for the TOD protocol

λTOD =
√

N−1
N , αWTOD

= αWTOD
= 1, λWTOD

= 1, M1,TOD = 1. In particular WTOD(i, e) = |e|. See
[31, 52] for the proofs.

Conditions on the flow part We also assume the following growth condition on the flow of the
NCS model (42)

|g(x, e)| ≤ mx(x) +Me|e|, (51)

where mx : Rnx → R≥0 and Me ≥ 0 is a constant. Moreover, we use additionally the following.

Condition 26 There exists a locally Lipschitz continuous function V : Rnx → R≥0 satisfying the
bounds

αV (|x|) ≤ V (x) ≤ αV (|x|) (52)

for some K∞-functions αV and αV , and the condition

〈∇V (x), f(x, e)〉 ≤ −m2
x(x)− ρ(|x|) + (γ2 − ε)W 2(κ, e) (53)

for almost all x ∈ Rnx and all e ∈ Rne with ρ ∈ K∞.

The constants in (53) satisfy 0 < ε < max{γ2, 1}, where ε > 0 is sufficiently small.

Stability result Lumping the above parameters into four new ones given by

L0 =
M1Me

αW
; L1 =

M1MeλW
λαW

; γ0 = M1γ; γ1 =
M1γλW

λ
(54)

we can provide the following conditions on MAD and MATI to guarantee stability of ΣNCS .

Consider now the differential equations

φ̇0 = −2L0φ0 − γ0(φ2
0 + 1) (55a)

φ̇1 = −2L1φ1 − γ0(φ2
1 +

γ2
1

γ2
0

). (55b)

Observe that the solutions to these differential equations are strictly decreasing as long as φ`(τ) ≥ 0,
` = 0, 1.

Define the equilibrium set as E := {(x, e, s, κ, τ, `) | x = 0, e = s = 0}

Theorem 27 Consider the system ΣNCS such that Assumptions 20 and 22 are satisfied. Let Con-
dition 25 with (49) and (50) and Condition 26 with (51) hold. Suppose hmati ≥ τmad ≥ 0 satisfy

φ0(τ) ≥ λ2φ1(0) for all 0 ≤ τ ≤ hmati (56a)
φ1(τ) ≥ φ0(τ) for all 0 ≤ τ ≤ τmad (56b)

for solutions φ0 and φ1 of (55) corresponding to certain chosen initial conditions φ`(0) > 0, ` = 0, 1,
with φ1(0) ≥ φ0(0) ≥ λ2φ1(0) ≥ 0 and φ0(hmati) > 0. Then for the system ΣNCS the set E is uniformly
globally asymptotically stable (UGAS). �
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The proof is based on constructing Lyapunov functions U(ξ) for ΣNCS , using the solutions φ0 and φ1

to (55), that satisfy U(ξ+) ≤ U(ξ) at reset times and U̇(ξ) < 0 during flow. See [31] for the proof and
the exact definition of UGAS.

From the above theorem quantitative numbers for hmati and τmad can be obtained by constructing the
solutions to (55) for certain initial conditions. By computing the τ value of the intersection of φ0 and
the constant line λ2φ1(0) provides hmati according to (56a), while the intersection of φ0 and φ1 gives a
value for τmad due to (56b). In Figure 6 this is illustrated. Different values of the initial conditions φ0(0)
and φ1(0) lead, of course, to different solutions φ0 and φ1 of the differential equations (55) and thus
different hmati and τmad. As a result, tradeoff curves between hmati and τmad can be obtained that
indicate when stability of the NCS is still guaranteed. This will be illustrated below for the benchmark
example of the batch reactor. Below we provide a systematic procedure to determine these tradeoff
curves.
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Fig. 2. Batch reactor functionsφℓ, ℓ = 0, 1 with φ0(0) = 1.4142 and
φ1(0) = 1.6142.

the solutionsφℓ, ℓ = 0, 1, to (16) for initial conditions
φ0(0) = 1.4142 andφ1(0) = 1.6142. The solutionsφℓ, ℓ =
0, 1 are determined using Matlab/Simulink. The condition
(17a) indicates thatτmati is determined by the intersection
of φ0 and the constant line with valueλ2φ1(0) and condition
(17b) states thatτmad is determined by the intersection ofφ0

andφ1 (as long asφ0(0) ≤ φ1(0)). For the specific situation
depicted in Fig. 2 this would result inτmati = 0.008794
and τmad = 0.005062, meaning that UGES is guaranteed
for transmission intervals up to0.008794 and transmission
delays up to0.005062. Interestingly, the initial conditions
of both functionsφ0 and φ1 can be used to make design
tradeoffs. For instance, by takingφ1(0) larger, the allowable
delays become larger (as the solid line indicated by ‘o’ shifts
upwards), while the maximum transmission interval becomes
smaller as the dashed line indicated by ‘•’ will shift upwards
as well causing its intersection withφ0 (dotted line indicated
by ‘+’) to occur for a lower value ofτ . For instance,
by taking φ0(0) = φ1(0) = λ−1

TOD =
√

2, we recover
exactly the delay-free results in [1] withτmad = 0 and
τmati = 0.0108. Hence, once the hypotheses of Theorem V.2
are satisfied, different combinations of MATI and MAD can
be obtained leading to tradeoff curves. Repeating step 5
for various increasing values ofφ1(0), while keepingφ0(0)
equal toλ−1

TOD =
√

2, provides the graph in Fig. 3, where
the particular pointτmati = 0.008794 andτmad = 0.005062
corresponding to Fig. 2 is highlighted. A similar reasoning
can be used for the RR protocol. This leads toL0 = 15.7300,
L1 = 31.4600, γ0 = 22.5093 and γ1 = 45.0185 with the
tradeoff curve between MATI and MAD as in Fig. 3. These
tradeoff curves can be used to impose conditions or select
a suitable network with certain communication delay and
bandwidth requirements.

Also different protocols can be compared with respect to
each other. In Fig. 3, it is seen that for the task of stabilization
of the unstable batch reactor the TOD protocol outperforms
the RR protocol in the sense that it can allow for larger
delays and larger transmission intervals.
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VIII. C ONCLUSIONS

In this paper we presented a framework for studying
the stability of a NCS, which involves communication con-
straints (only one node accessing the network per transmis-
sion), varying transmission intervals and varying transmis-
sion delays. Based on a newly developed model, an ex-
plicit procedure was presented for computing bounds on the
maximally allowable transmission interval and delay (MATI
and MAD) such that the NCS is guaranteed to be globally
asymptotically stable. The application of the results on a
benchmark example showed how tradeoff curves between
MATI and MAD can be computed providing designers of
NCSs with proper tools to support their design choices.
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[10] D. Něsić and A.R. Teel. Input-output stability properties of networked
control systems. IEEE Trans. Autom. Control, 49(10):1650–1667,
2004.

[11] Y. Tipsuwan and M.-Y. Chow. Control methodologies in networked
control systems.Control Engineering Practice, 11:1099–1111, 2003.

[12] G.C. Walsh, O. Belidman, and L.G. Bushnell. Asymptotic behavior
of nonlinear networked control systems.IEEE Trans. Autom. Contr.,
46:1093–1097, 2001.

[13] G.C. Walsh, O. Belidman, and L.G. Bushnell. Stability analysis of
networked control systems.IEEE Trans. Control Syst. Techn., 10:438–
446, 2002.

[14] T. C. Yang. Networked control system: a brief survey.IEE Proc.-
Control Theory Appl., 153(4):403–412, July 2006.

[15] W. Zhang, M.S. Branicky, and S.M. Phillips. Stability of networked
control systems.IEEE Control Systems Magazine, 21(1):84–99, 2001.

Figure 6: Illustration of how the solutions φ`, ` = 0, 1, lead to MAD and MATI.

Systematic procedure for the determination of MATI and MAD Below we indicate the main steps
in the procedure to compute the tradeoff curves between MATI and MAD.

Procedure 28 Given ΣNCS apply the following steps:

1. Construct a Lyapunov function W for the UGES protocol as in Condition 25 with the constants
αW , αW , λ, λW and M1 as in (48), (49) and (50). Suitable Lyapunov functions and the corre-
sponding constants are available for many protocols in the literature [54, 52, 31];

2. Compute the function mx and the constant Me as in (51) bounding g as in (42);

3. Compute for ẋ = f(x, e) in the NCS model (42) the L2 gain from W (κ, e) to mx(x) in the sense
that (52)-(53) is satisfied for a (storage) function V for some small 0 < ε < max{γ2, 1} and
ρ ∈ K∞. When f is linear, this can be done using linear matrix inequalities (LMIs). Of course,
here the ‘emulated’ controller should guarantee that such property is satisfied;

4. Use now (54) to obtain L0, L1, γ0 and γ1;

5. For initial conditions φ0(0) and φ1(0) with λ2φ1(0) ≤ φ0(0) < φ1(0) compute (numerically) the
solutions φ0 and φ1 to (55) and find (the largest values of) hmati and τmad such that (56) are
satisfied. The largest values can be found by determining the intersection of φ0 and φ1 (giving
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τmad) and the intersection of φ0 with λ2φ1(0) (giving hmati). Repeat this step for various values
of the initial conditions giving various combinations of hmati and τmad leading to tradeoff curves.

This procedure is systematic in nature and can be applied in a straightforward manner.

Delay-free results The case τmad = 0 has been treated before in [70, 69, 54, 52, 3]. Basically, in
the least conservative of them, being [3], one uses the conditions as in (25), (49), (52), (53) and〈

∂W

∂e
(κ, e), f(x, e)

〉
≤ LW (κ, e) +M1mx(x) (57)

for all κ ∈ N and almost all e ∈ Rne . Instead of four parameters as in (54) they only have the
parameters γ and L next to λ to determine hmati (as τmad = 0). Instead of the two differential
equations that are formulated in (55) there is only one

φ̇ = −2Lφ− γ(φ2 + 1) (58)

and they choose the initial condition φ(0) = λ−1. The conditions (56) reduce to φ(τ) ≥ λ for all
0 ≤ τ ≤ τmad to guarantee stability of ΣNCS . Hence, the value of τ for which φ(τ) = λ determines the
hmati that can be guaranteed. Interestingly, due to the fact that there is only one differential equation
hmati can be analytically computed and results in

hmati =


1
L0r

arctan( r(1−λ)

2 λ
1+λ

(
γ0
L0

)+1+λ
), γ0 > L0

1−λ
L0(1+λ) , γ0 = L0

1
L0r

arctanh( r(1−λ)

2 λ
1+λ

(
γ0
L0

)+1+λ
), γ0 < L0,

(59)

where r =
√
|( γ0L0

)2 − 1|.

Application to the benchmark example of the batch reactor In this part we show the potential of
the discussed results for the case study of the batch reactor, which has developed over the years as
a benchmark example in NCSs, see [3, 70, 52] for all the details on this example. We refer for all the
technical details of the application of the above procedure to [29, 31] and show only the outcomes
here.

Figure 7 shows the stability regions in terms of MAD and MATI for the TOD and the RR protocol
for the batch reactor as can be proven on the basis of the above results. Interestingly, this shows
tradeoff curves between MAD and MATI: a larger MAD requires a smaller MATI in order to guarantee
stability. In addition, we recover exactly the delay-free results as also obtained in [3] (improving the
earlier bounds in [52]), which amount for the TOD protocol to τmad = 0 and hmati = 0.0108 and for
the RR protocol to τmad = 0 and τmasi = 0.0090. Next to finding tradeoffs between MAD and MATI,
different protocols can be compared with respect to each other. In Fig. 7, it is seen that for the task of
stabilization of the unstable batch reactor the TOD protocol outperforms the RR protocol in the sense
that it can allow for larger delays and larger transmission intervals.

Extension of these results to include guarantees on disturbance attenuation properties in the sense
of Lp gains from disturbance inputs to certain to be controlled outputs are reported as well in [31].
In case of the batch reactor this would yield results as depicted in Figure 8 for the L2 gain. This
picture shows tradeoffs between the network properties MAD and MATI on the one hand and control
performance in terms of L2 gain from a specific disturbance input to a controlled output variable.
These tradeoff curves are very useful for control and network designers to make well founded design
decisions.
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Fig. 2. Batch reactor functionsφℓ, ℓ = 0, 1 with φ0(0) = 1.4142 and
φ1(0) = 1.6142.

the solutionsφℓ, ℓ = 0, 1, to (16) for initial conditions
φ0(0) = 1.4142 andφ1(0) = 1.6142. The solutionsφℓ, ℓ =
0, 1 are determined using Matlab/Simulink. The condition
(17a) indicates thatτmati is determined by the intersection
of φ0 and the constant line with valueλ2φ1(0) and condition
(17b) states thatτmad is determined by the intersection ofφ0

andφ1 (as long asφ0(0) ≤ φ1(0)). For the specific situation
depicted in Fig. 2 this would result inτmati = 0.008794
and τmad = 0.005062, meaning that UGES is guaranteed
for transmission intervals up to0.008794 and transmission
delays up to0.005062. Interestingly, the initial conditions
of both functionsφ0 and φ1 can be used to make design
tradeoffs. For instance, by takingφ1(0) larger, the allowable
delays become larger (as the solid line indicated by ‘o’ shifts
upwards), while the maximum transmission interval becomes
smaller as the dashed line indicated by ‘•’ will shift upwards
as well causing its intersection withφ0 (dotted line indicated
by ‘+’) to occur for a lower value ofτ . For instance,
by taking φ0(0) = φ1(0) = λ−1

TOD =
√

2, we recover
exactly the delay-free results in [1] withτmad = 0 and
τmati = 0.0108. Hence, once the hypotheses of Theorem V.2
are satisfied, different combinations of MATI and MAD can
be obtained leading to tradeoff curves. Repeating step 5
for various increasing values ofφ1(0), while keepingφ0(0)
equal toλ−1

TOD =
√

2, provides the graph in Fig. 3, where
the particular pointτmati = 0.008794 andτmad = 0.005062
corresponding to Fig. 2 is highlighted. A similar reasoning
can be used for the RR protocol. This leads toL0 = 15.7300,
L1 = 31.4600, γ0 = 22.5093 and γ1 = 45.0185 with the
tradeoff curve between MATI and MAD as in Fig. 3. These
tradeoff curves can be used to impose conditions or select
a suitable network with certain communication delay and
bandwidth requirements.

Also different protocols can be compared with respect to
each other. In Fig. 3, it is seen that for the task of stabilization
of the unstable batch reactor the TOD protocol outperforms
the RR protocol in the sense that it can allow for larger
delays and larger transmission intervals.
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VIII. C ONCLUSIONS

In this paper we presented a framework for studying
the stability of a NCS, which involves communication con-
straints (only one node accessing the network per transmis-
sion), varying transmission intervals and varying transmis-
sion delays. Based on a newly developed model, an ex-
plicit procedure was presented for computing bounds on the
maximally allowable transmission interval and delay (MATI
and MAD) such that the NCS is guaranteed to be globally
asymptotically stable. The application of the results on a
benchmark example showed how tradeoff curves between
MATI and MAD can be computed providing designers of
NCSs with proper tools to support their design choices.
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Figure 7: Tradeoff curves between MATI and MAD.
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Figure 8: Tradeoff curves between MATI and MAD for various levels of the L2 gain of the NCS with
the TOD protocol.

4.2 Discrete-time approach

The continuous-time (emulation) approach as presented in Section 4.1 applies to general continuous-
time nonlinear plants and controllers. However, it does not include the possibility of allowing the
controller to be formulated in discrete time. The case of discrete-time controllers has been considered
in [15], where however, a fixed transmission interval and no delay are assumed. Another feature of
the continuous-time approach is that the lower bounds on the transmission intervals hk and delays
τk are always equal to zero (i.e., hk ∈ (0, hmati], τk ∈ (0, τmad]). The ability to handle discrete-time
controllers and nonzero lower bounds on the transmission intervals and delays is highly relevant from
a practical point of view, because controllers are typically implemented in a digital and, thus, discrete-
time form. Furthermore, finite communication bandwidth always introduces nonzero lower bounds
on the transmission intervals and transmission delays. The discrete-time approach surveyed here
(see [19, 18]) studies these highly relevant situations as well, although be it in a linear context. The
linearity property is exploited in the stability analysis and leads to less conservative results than the
continuous-time approach. However, note that the continuous-time approach can accommodate for
NCSs based on nonlinear plants and controllers and general (UGES) protocols, a feature that the
discrete-time approach does not offer.
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Figure 9: Illustration of a typical evolution of y and ŷ.

4.2.1 The exact discrete-time NCS model

As mentioned, the discrete-time approach applies in a linear context, which means that we replace
(38) by the linear time-invariant (LTI) continuous-time plant given by

ẋp(t) = Apxp(t) +Bpû(t)
y(t) = Cpxp(t), (60)

where xp ∈ Rnp denotes the state of the plant, û ∈ Rnu the most recently received control variable,
y ∈ Rny the (measured) output of the plant and t ∈ R+ the time. The controller, also an LTI system,
is assumed to be given in either continuous time by

ẋc(t) = Acxc(t) +Bcŷ(t)
u(t) = Ccxc(t) +Dcŷ(t), (61a)

or in discrete time by

xck+1 = Acxck +Bcŷk

u(tk) = Ccxck +Dcŷ(tk). (61b)

In parallel with Section 4.1 (only subscripts becoming superscripts), xc ∈ Rnc denotes the state of the
controller, ŷ ∈ Rny the most recently received output of the plant and u ∈ Rnu denotes the controller
output. At transmission instant tk, k ∈ N, (parts of) the outputs of the plant y(tk) and controller u(tk)
are sampled and are transmitted over the network. We assume that they arrive at instant rk = tk+τk,
called the arrival instant, where τk denotes the communication delay. The situation described above
is illustrated in Fig. 9. In the case we have a discrete-time controller (61b), the states of the controller
xck+1 are updated using ŷk := limt↓rk ŷ(t), directly after ŷ is updated. Note that in this case, the update
of xck+1 in (61b) has to be performed in the time interval (rk, tk+1].

Let us now explain in more detail the functioning of the network and define these ‘most recently
received’ ŷ and û exactly. As in the continuous-time (emulation) approach in Section 4.1, the plant
is equipped with sensors and actuators that are grouped into N nodes. At each transmission instant
tk, k ∈ N, one node, denoted by σk ∈ {1, . . . , N}, obtains access to the network and transmits its
corresponding values. These transmitted values are received and implemented on the controller or
the plant at arrival instant rk. As was assumed in Section 4.1, a transmission only occurs after the
previous transmission has arrived, i.e., tk+1 > rk > tk, for all k ∈ N. In other words, also here we
consider the small delay case in the sense that the delay is smaller than the transmission interval
τk ≤ hk := tk+1 − tk. After each transmission and reception, the values in ŷ and û are updated, while
the other values in ŷ and û remain the same. This leads to the constrained data exchange expressed
as {

ŷ(t) = Γyσky(tk) + (I − Γyσk)ŷ(tk)

û(t) = Γuσku(tk) + (I − Γuσk)û(tk)
(62)
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for all t ∈ (rk, rk+1], where Γσk := diag
(
Γyσk ,Γ

u
σk

)
is a diagonal matrix, which for each k ∈ N, is taken

from the set G = {Γ1, . . . ,ΓN} with

Γi = diag
(
γi,1, . . . , γi,ny+nu

)
. (63)

In (63), the elements γi,j , with i ∈ {1, . . . , N} and j ∈ {1, . . . , ny}, are equal to one, if plant out-
put yj is in node i, elements γi,j+ny , with i ∈ {1, . . . , N} and j ∈ {1, . . . , nu}, are equal to one, if
controller output uj is in node i, and are zero elsewhere. Note that (62) is directly related to (40)
in the continuous-time approach with hy(k, ey(tk)) = (I − Γyσk)e(tk), hu(k, e(tk)) = (I − Γuσk)eu(tk),
ey(t) = ŷ(t)− y(t) and eu(t) = û(t)− u(t).

The value of σk ∈ {1, . . . , N} in (62) indicates which node is given access to the network at transmis-
sion instant tk, k ∈ N. Indeed, (62) reflects that the values in û and ŷ corresponding to node σk are
updated just after rk, with the corresponding transmitted values at time tk, while the others remain
the same. A scheduling protocol determines the sequence (σ0, σ1, . . .) such as the Round Robin and
Try-Once-Discard protocols discussed earlier.

The transmission instants tk, as well as the arrival instants rk, k ∈ N are not necessarily distributed
equidistantly in time. Hence, both the transmission intervals hk := tk+1 − tk and the transmission
delays τk := rk − tk are varying in time, as is also illustrated in Fig. 9. We assume that the variations
in the transmission interval and delays are bounded and are contained in the sets [h, h] and [τ , τ ],
respectively, with h > h > 0 and τ > τ ≥ 0. Since we assumed that each transmission delay τk
is smaller than the corresponding transmission interval hk, we have that (hk, τk) ∈ Ψ, for all k ∈ N,
where

Ψ :=
{

(h, τ) ∈ R2 | h ∈ [h, h], τ ∈ [τ ,min{h, τ})
}
. (64)

Note that in comparison with Section 4.1, hmati would correspond to h̄ and τmad to τ̄ . However, in
Section 4.1 it was assumed that τ = 0 and h = 0 due to the emulation type of approach, while that is
not the case here. Therefore, here the different notation is used.

To analyse stability of the NCS described above, we transform it into a discrete-time model. In this
framework, we need a discrete-time equivalent of (60) and also of (61a) in case a continuous-time
controller is used. To arrive at this description, let us first define the network-induced error as{

ey(t) := ŷ(t)− y(t)
eu(t) := û(t)− u(t).

(65)

By exact discretization of (60) and/or (61a) a discrete-time switched uncertain system can be obtained
that describes the evolution of the states between tk and tk+1 = tk + hk. In order to do so, we define
xpk := xp(tk), uk := u(tk), ûk := limt↓rk û(t) and euk := eu(tk). This results in three different models
each describing a particular NCS. The first and the second model cover the situation where both
the plant and the controller outputs are transmitted over the network, differing by the fact that the
controller is given by (61a) and (61b), respectively. In the third model, it is assumed that the controller
is given by (61a) and that only the plant outputs y are transmitted over the network and u are sent
continuously via an ideal nonnetworked connection. We include this particular case, because it is
often used in examples in NCS literature (e.g. for the benchmark example of the batch reactor
[19, 53, 30, 71, 4, 15]), see also Section 4.1.

The NCS model with controller (61a) For an NCS having controller (61a), the complete NCS
model is obtained by combining (62), (65) with exact discretisations of plant (60) and controller (61a)
and defining

x̄k :=
[
xp>k xc>k ey>k eu>k

]>
. (66)
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This results in the discrete-time model

x̄k+1 =
[

Ahk + EhkBDC EhkBD − Ehk−τkBΓσk
C(I −Ahk − EhkBDC) I −D−1Γσk + C(Ehk−τkBΓσk − EhkBD)

]
︸ ︷︷ ︸

=:Ãσk,hk,τk

x̄k (67)

in which Ãσk,hk,τk ∈ Rn×n, with n = np + nc + ny + nu, and

Ahk := diag(eA
phk , eA

chk), B :=
[

0 Bp

Bc 0

]
, (69a)

C := diag(Cp, Cc), D :=
[
I 0
Dc I

]
, (69b)

Eρ := diag(
∫ ρ

0
eA

psds,

∫ ρ

0
eA

csds), ρ ∈ R. (69c)

The NCS model with controller (61b) For an NCS having controller (61b), the complete NCS
model is obtained by combining (61b), (62), (65), and an exact discretisation of the continuous-time
plant (60), also resulting in (67), in which now

Ahk := diag(eA
phk , Ac), B :=

[
0 Bp

Bc 0

]
, (70a)

C := diag(Cp, Cc), D :=
[
I 0
Dc I

]
, (70b)

Eρ := diag(
∫ ρ

0
eA

psds, I), ρ ∈ R. (70c)

The NCS model if only y is transmitted over the network In this case we assume that only the
outputs of the plant are transmitted over the network and the controller communicates its values
continuously and without delay. We therefore have that u(t) = û(t), for all t ∈ R+, which allows us to
combine (60) and (61a), yielding[

ẋp(t)
ẋc(t)

]
=
[
Ap BpCc

0 Ac

] [
xp(t)
xc(t)

]
+
[
BpDc

Bc

]
ŷ(t). (71)

Since ŷ is still updated according to (62), we can describe the evolution of the states between tk
and tk+1 = tk + hk also by exact discretization. This allows us to write the complete NCS model by
defining

x̄k :=
[
xp>k xc>k ey>k

]>
, (72)

resulting in (67), in which

Ahk := e

[
Ap BpCc

0 Ac

]
hk , B :=

[
BpDc

Bc

]
, (73a)

C :=
[
Cp 0

]
, D := I, (73b)

Eρ :=
∫ ρ

0
e

[
Ap BpCc

0 Ac

]
s
ds, ρ ∈ R. (73c)
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Protocols as a Switching Function Based on the previous modeling steps, the NCS is formulated
as a discrete-time switched uncertain system (67). In this framework, protocols are considered as
the switching function determining σk. We consider the two protocols mentioned before, namely the
Try-Once-Discard (TOD) and the Round-Robin (RR) protocol, and generalise these into the classes
of ‘quadratic’ and ‘periodic’ protocols.

A quadratic protocol is a protocol, for which the switching function can be written as

σk = arg min
i=1,...,N

x̄>k Pix̄k, (74)

where Pi, i ∈ {1, . . . , N}, are certain given matrices. In fact, the TOD protocol belongs to this class
of protocols, see [19, 18].

A periodic protocol is a protocol that satisfies for some Ñ ∈ N

σk+Ñ = σk (75)

for all k ∈ N. Ñ is then called the period of the protocol. Clearly, the RR protocol belongs to this
class.

The above modeling approach now provides a description of the NCS system in the form of a discrete-
time switched linear uncertain system given by (67) and one of the protocols, characterised by (74)
or (75). The system switches between N linear uncertain systems and the switching is due to the fact
that only one node accesses the network at each transmission instant. The uncertainty is caused
by the fact that the transmission intervals and the transmission delays (hk, τk) ∈ Ψ are varying over
time.

Remark 29 If there is only one node N = 1 and Γi = I, we recover the setting of Section 3.2 for the
case of small delays. If in addition, τ̄ = 0 and h̄ = h, then the NCS model reduces to a standard
sampled data system (in case of a continuous-time plant and discrete-time controller), see e.g. [20, 6].

4.2.2 The polytopic overapproximation

As in the case without communication constraints (see Section 3.2), also in the NCS models derived
in the previous section the uncertainty appears in an exponential manner (see terms Ahk , Ahk−τk , Ehk
and Ehk−τk in (67)). To convert these descriptions into a suitable form for robust stability analysis we
exploit a polytopic overapproximation method. Basically any of the mentioned ones can be applied,
but in [18], in which the above modeling is presented, a combination of gridding and norm-bounding is
combined into an efficient method. The gridding method in [18] has the advantage that, as is formally
proven, it is non-conservative in the sense that if the exact discrete-time model is asymptotically sta-
ble proven by a parameter-dependent quadratic Lyapunov function [13], then the overapproximated
polytopic system corresponding to a sufficiently refined grid of Ψ also has a parameter-dependent
quadratic Lyapunov function and the corresponding LMIs are feasible. In other words, if the exact
NCS system is “quadratically stable,” then the LMIs derived in [18] will prove this for a sufficiently fine
gridding. We refer the reader for full details to [19, 18].

4.2.3 Application to the batch reactor

We will analyse the exact same setup as for the continuous-time approach in Subsection 4.1.3 and
focus on the TOD and RR protocol and assume that the controller is directly connected to the actuator,
i.e., only the (two) outputs are transmitted via the network. Using the LMIs as in [18] we try to obtain
combinations of h and τ for which the NCS is stable, and we assume that τ = 0, and we take
h = 10−4. This results in tradeoff curves, as shown in Fig. 10. These tradeoff curves can be used to
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Figure 10: Tradeoff curves between allowable transmission intervals and transmission delays for two
different protocols, where [37] refers to the approach in Section 4.1, while the other curves refer to
the discrete-time approach as discussed here.

impose or select a suitable network with certain communication delay and bandwidth requirements.
Note that bandwidth is inversely proportional with the maximum transmission interval.

Moreover, in Fig 10, also the tradeoff curves as obtained for the continuous-time approach (Sub-
section 4.1.3) are given. We conclude that the discrete-time approach is less conservative than the
continuous-time one (at least for this example). More interestingly, in case there is no delay, i.e.,
τ = τ = 0, the maximum allowable transmission interval h obtained in [4], which provide the least
conservative results known in literature so far, was h = 0.0108, while we obtain h = 0.066. In [71], h
was estimated (using simulations) to be between 0.06 and 0.08 for the TOD protocol. Furthermore, for
the RR protocol, [4] provides the bound h = 0.009 in the delay-free case, while we obtain h = 0.064.
Also in [71], for a constant transmission interval, i.e. h = h, the bound 0.0657 was obtained for the
RR protocol. The case where the transmission interval is constant, provides an upper bound on
the true maximum allowable transmission interval (MATI). We can therefore conclude that for this
example, the discrete-time methodology reduces conservatism significantly in comparison to existing
methodologies and even approximates known estimates of the true MATI closely. In addition, the
discrete-time approach applies to situations (non-zero lower bounds and discrete-time controllers,
see [18] for examples) that cannot be handled by the continuous-time methodologies.

4.3 Comparison of discrete-time and continuous-time approaches

Interestingly, both the discrete-time and the continuous-time approaches exploit a NCS model that is
intrinsically of a hybrid nature. The continuous-time approach results in hybrid inclusions with flows
and resets [24], while the discrete-time approach uses uncertain switched linear systems that are
overapproximated by uncertain switched polytopic systems.

There are some clear (dis)advantages of both methods. The continuous-time approach as presented
in Subsection 4.1 applies to general continuous-time nonlinear plants and controllers. However, it
does not allow for discrete-time controllers and cannot handle nonzero lower bounds on the transmis-
sion intervals hk and delays τk. However, note that the continuous-time approach can accommodate
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for NCSs based on general (continuous-time) nonlinear plants and controllers and (UGES) protocols.

The discrete-time approach as discussed in Subsection 4.2 can allow for both continuous-time and
discrete-time controllers and non-zero lowerbounds on delays and transmission intervals. However,
it applies to the case of linear plants and controllers and specific protocols (periodic and quadratic
protocols) only, although it can do this in a significantly less conservative manner as the (“general-
purpose”) continuous-time approach.

5 Conclusions

In this overview we summarized various approaches to the stability analysis and stabilizing controller
synthesis of NCSs with varying delays, varying transmission intervals, packet dropouts and com-
munication constraints. Three main lines of modelling and stability analysis methods can be distin-
guished, namely the discrete-time approach (discrete-time NCS model, which can be used for both
discrete-time and continuous-time controllers), emulation approach (continuous-time sampled-data
NCS models with continuous-time controllers) and the direct approach using impulsive-delay differ-
ential equations (continuous-time sampled-data NCS models with discrete-time controllers). The
controller synthesis methods are rather limited still and deserve some proper and useful extensions.
In the discrete-time case ordinary and lifted state feedback controllers could be designed using LMI
conditions, while in the emulation approach, continuous-time controllers are synthesized based on
the network-free nonlinear system (using some arbitrary method for the design of stabilizing con-
trollers for nonlinear systems, which is in general not trivial). As the emulation design does not
incorporate any information on the network, it is hard to design controllers that are stabilizing and
performing for sufficiently long delays and transmission intervals, although one can aim at obtaining
favourable characteristics through the presented stability conditions. In addition, one might wonder
if a continuous-time controllers are useful at all practical problems as most NCS setups will require
digital discrete-time controllers that are tailored towards non-zero lower bounds on delays and trans-
mission intervals. Of course, one can implement the continuous-time controller using numerical
integration schemes. Constructive design conditions for the direct approach seem to be missing in
the literature. Also the design of output-based dynamic controllers in the discrete-time context is un-
solved at present and it seems that this problem reduces to output-based dynamic control design for
polytopic systems, which is known to be a hard problem. Observer-based control design (possibly
using MPC controllers) might offer attractive advantages, especially since the observer might also be
used to compensate for delays, varying sampling times and packet losses. Some of the research
of WIDE will be directed in this direction. Also the stability analysis framework will be extended to
include all five of the network-induced communication imperfections. Initial results obtained within
WIDE [27] provide the first framework that actually can do this. Implementing the stability analysis
and controller design methodologies in an efficient Matlab toolbox will be very useful as well, as such
tools are currently not available in the control community.
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communication constraints: Tradeoffs betweens sampling intervals, delays and performance.
IEEE Trans. Autom. Control, submitted.

[32] J.P. Hespanha, P. Naghshtabrizi, and Y. Xu. A survey of recent results in networked control
systems. Proc. of the IEEE, pages 138–162, 2007.

[33] L. Hetel, M.B.G. Cloosterman, N. van de Wouw, W.P.M.H. Heemels, J. Daafouz, and H. Nijmeijer.
Comparison of stability characterisations for networked control systems. In Proc. Joint 48th IEEE
Conference on Decision and Control (CDC) and 28th Chinese Control Conference, Shanghai,
China, 2009.

[34] L. Hetel, J. Daafouz, and C. Iung. Stabilization of arbitrary switched linear systems with unknown
time-varying delays. IEEE Trans. Autom. Control, 51(10):1668–1674, 2006.

[35] L. Hetel, J. Daafouz, and C. Iung. Analysis and control of LTI and switched systems in digital
loops via an event-based modeling. International Journal of Control, To appear, 2008.

[36] D. Hristu and K. Morgansen. Limited communication control. Systems & Control Letters,
37(4):193–205, July 1999.

33



[37] C.-Y. Kao and B. Lincoln. Simple stability criteria for systems with time-varying delays. Automat-
ica, 40:1429–1434, 2004.

[38] M. Kothare, V. Balakrishnan, and M. Morari. Robust constrained model predictive control using
linear matrix inequalities. Automatica, 32:1361–1379, 1996.

[39] D. Liberzon. On stabilization of linear systems with limited information. IEEE Trans. Aut. Control,
48(2):304–307, 2003.

[40] D. Liberzon. Quantization, time delays, and nonlinear stabilization. IEEE Trans. Automat. Contr.,
51(7):1190–1195, 2006.

[41] A.S. Matveev and A.V. Savkin. The problem of state estimation via asynchronous communication
channels with irregular transmission times. IEEE Trans. Autom. Control,, 48(4):670–676, 2003.

[42] L.A. Montestruque and P. Antsaklis. Stability of model-based networked control systems with
time-varying transmission times. IEEE Trans. Autom. Control, 49(9):1562–1572, 2004.

[43] P. Naghshtabrizi and J.P. Hespanha. Designing an observer-based controller for a network
control system. In Proc. of the 44th Conference on Decision and Control, and the European
Control Conference 2005, pages 848–853, Seville, Spain, December 2005.

[44] P. Naghshtabrizi and J.P. Hespanha. Stability of network control systems with variable sampling
and delays. In Proc. of the Forty-Fourth Annual Allerton Conf. on Communication, Control, and
Computing, 2006.

[45] P. Naghshtabrizi, J.P. Hespanha, and A.R. Teel. Stability of delay impulsive systems with appli-
cation to networked control systems. In Proc. American Control Conference, pages 4899–4904,
New York, USA, 2007.

[46] P. Naghshtabrizi and A.R. Teel J.P. Hespanha. Exponential stability of impulsive systems with
application to uncertain sampled-data systems. Systems & Control Letters, 57(5):378–385,
2008.

[47] Payam Naghshtabrizi and João Pedro Hespanha. Stability of network control systems with
variable sampling and delays. In Andrew Singer and Christoforos Hadjicostis, editors, Proc. of
the Forty-Fourth Annual Allerton Conf. on Commun., Control, and Comp., September 2006.

[48] G.N. Nair and R.J. Evans. Stabilizability of stochastic linear systems with finite feedback data
rates. SIAM J. Control Optim., 43:413–436, 2004.

[49] D Nesic and A Teel. Input-to-state stability of networked control systems. Automatica,
40(12):2121–2128, 2004.

[50] D. Nesic, A. R. Teel, and E. D. Sontag. Formulas relating kl-stability estimates of discrete-time
and sampled-data nonlinear systems. Systems & Control Letters, 38(1):49–60, 1999.
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